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Introduction and Objective

With the proliferation of structural equation modeling (SEM) methods in IS and other social science and business disciplines and
the apparent varying fit indices and quality assurance methods used by researchers, it is time to at least minimally standardize the
methodology and reporting requirements of articles using SEM in behavioral sciences.  Besides aiding in the processes of writing
and evaluating research reports applying these techniques, a guide can help authors plan and execute their study.  (Once a study
is completed, it is often difficult to address many SEM analytical issues, although some deviations from data distribution
assumptions can be rectified after the fact.  An example of this is deviation from acceptable levels of heteroskedasticity which
can, as in linear regression (Neter et al. 1990), be addressed by taking a natural log transformation of the data.2)

At its best, a research report lets readers walk in the footsteps of the authors, not only observing results but understanding the
alternatives confronting the authors at various stages and the rationales for the choices that the authors made.  Such a report reveals
potential confounds which may undermine substantive interpretation of the study findings and also provides food for thought for
others who may be engaged in similar research.  A guide that leads to such a research report will also help researchers produce
research that meets high standards.  At a bare minimum, a research report must avoid the partial or incomplete reporting of SEM
statistics and assumptions which can mislead readers and reviewers.  This need is especially urgent considering the apparent
misuse of perceived leniencies such as assumptions about minimum sample size in partial least squares (PLS) (Marcoulides and
Saunders 2006) and considering the differing opinions about fit indices in covariance-based SEM (CBSEM) (Marsh et al. 2004). 

1The appendices for this editorial comment are located in the “Online Supplements” section of the MIS Quarterly’s website (http://www.misq.org).

2Data transformations to make distributions more normal can be carried out with the cautionary note that one needs to interpret all statistics in light of how these
transformations affect data values.
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The objective of this guide, therefore, is to provide a comprehensive, organized, and contemporary summary of the minimal
necessary reporting required of SEM research so that researchers and reviewers at MIS Quarterly and other top quality academic
journals have at hand a standard checklist of what needs to be done and what needs to be reported.  In doing so, the guide is
presented as a handbook of applied statistics for researchers using SEM, providing a standardized presentation protocol and
statistical quality control procedures.  We do not claim to be saying anything radically new about SEM.  Rather, this guide is a
compilation and an organized summary of accepted SEM criteria and an extension of an earlier set of recommendations (Gefen
et al. 2000).  It extends the thinking of Gefen et al. (2000) in several ways, but is essentially an updating of what we know at the
present time about the application of these statistical techniques in practice.  It is part of a series on SEM that has been published
in IS journals in recent years (Boudreau et al. 2001; Gefen 2003; Gefen and Straub 2005; Gefen et al. 2000; Straub et al. 2004).3 
In that the logic and argumentation we offer is not unique to IS studies, these guidelines should be broadly applicable across
research in the social and administrative sciences.

Why Use SEM and Which SEM Techniques to Use

Advantages of SEM

SEM has potential advantages over linear regression models that make SEM a priori the methods of choice in analyzing path
diagrams when these involve latent variables with multiple indicators.  Latent variables are theoretical constructs that, prior to
neuroscience techniques, could not be measured directly (such as beliefs, intentions, and feelings); they could only be measured
indirectly through those characteristics we attribute to them.  At least in classical measurement theory (Churchill 1979), such latent
variables should be based on relevant theory when they are expressed through measured variables like questionnaire scales.  Not
recognizing measurement error—the distinction between measures and the constructs being measured—leads to erroneous
inference (Rigdon 1994), and so editors and reviewers in IS and related social sciences expect researchers to use statistical
methods which either recognize this distinction or at least to some extent ameliorate the consequences of measurement error.

What SEM does is to integrate the measurements (the so-called measurement model) and the hypothesized causal paths (the so-
called structural model) into a simultaneous assessment.  SEM can analyze many stages of independent and dependent variables,
including, in the case of CBSEM, the error terms, into one unified model.  This one unified measurement and structural model
is then estimated, either together as in CBSEM or iteratively as in PLS, and the results are presented as one unified model in which
the path estimates of both the measurement and the structural models are presented as a whole.  This process allows a better
estimation of both measurement and structural relationships in both CBSEM (Anderson and Gerbing 1988) and PLS (Chin et al.
2008).4  This makes the estimates provided by SEM better than those produced by linear regression when the distribution
assumptions hold.  Even when the constructs of interest can be measured with limited ambiguity (such as price or weight),5 there
are unique advantages to SEM over linear regression in that SEM allows the creation and estimation of models with multiple
dependent variables and their interconnections at the same time.  For a detailed discussion of this topic please refer to previous
publications (Barclay et al. 1995; Chin 2010; Gefen et al. 2000).

3Previously suggested guidelines include PLS guidelines by Chin (2010), and CBSEM guidelines by McDonald and Ho (2002), as well as recommendations about
older versions of CBSEM by Hatcher (1994) and Hoyle (1995). None of the CBSEM guidelines appear to have been universally adopted by IS researchers.

4As an example, if we use regression to test a simplified TAM data set, we must first run reliability and factorial validity tests to estimate the measurement error. 
If deemed to be acceptable, we create indices for the latent variables from the instrument scales using the original data (indices which still contain measurement
error).  Using only these indices subsequently in multiple regression runs, we examine the hypothesized effects of perceived usefulness and of perceived ease
of use on use, but separately from the effects of perceived ease of use on perceived usefulness.  One of the advantages of SEM in this case is that it also analyzes
how the measurement errors of previous stages affect the estimation of the next stages in the model, as well as better analyzing the measurement errors at each
stage.  Because it lacks this capability, linear regression may either understate or overstate the path estimates.  CBSEM solves this problem by considering all
causal paths in a single and holistic statistical run and in doing so allows a better analysis of the measurement error.

5The standard procedure in running linear regression models assumes that the predictors are error free.
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Choosing Which SEM to Use Based on Exploratory or Confirmatory Research Objectives

Although SEM is preferable to linear regression when multiple valid indicators are available, the two most widely used types of
SEM in MIS research, namely PLS and CBSEM, are very different in their underlying philosophy, distributional assumptions,
and estimation objectives.6  In a nutshell, PLS shines forth in exploratory research and shares the modest distributional and sample
size requirements of ordinary least squares linear regression (Chin 1998a, 1998b, 2010; Thompson et al. 1995).  PLS, however,
does not allow the researcher to explicitly model the measurement error variance/covariance structure as in CBSEM.  And so,
while PLS can do anything linear regression can do, PLS yields biased parameter estimates.7

CBSEM, in contrast, addresses the problem of measurement error by explicitly modeling measurement error variance/covariance
structures and relying on a factor analytic measurement model.  The factor analytic measurement model isolates random
measurement error (unreliability).  Systematic measurement error, which is unique to individual observed variables, is also
sequestered away from the latent variables, which are defined as the communalities of the observed variables (Jöreskog 1979). 
Still, systematic measurement error shared across observed variables, which can arise through common method effects or use of
otherwise invalid measures, may still contaminate the latent variables and remains a potential confound.  PLS path modeling, by
contrast, addresses the measurement error problem by creating proxies for the latent variables, proxies which consist of weighted
sum composites of the observed variables.  Optimization of these weights aims to maximize the explained variance of dependent
variables.  Since random measurement error is by definition not predictable, maximizing explained variance will also tend to
minimize the presence of random measurement error in these latent variable proxies, especially as compared to using simple unit-
weighted composites, as might be used in a naïve regression analysis.

The roots of the CBSEM methodology as we know them today lie in Jöreskog’s (1969) development of the inferential χ² test
statistic.  This, plus CBSEM’s reliance on carefully developed measures based on strong theory, marks CBSEM as a primarily
confirmatory methodology.  Of course, there is an exploratory element to any study, including one that employs CBSEM
(Jöreskog 1993) and lately CBSEM researchers have introduced more flexible measurement models, consistent with a more
exploratory orientation (Asparouhov and Muthén 2010; Marsh et al. 2009).  Nevertheless, CBSEM’s limitations as an exploratory
method have long been noted (Spirtes et al. 1990).

PLS path modeling, in contrast, was initially envisioned as a tool for situations that are “data-rich but theory-primitive” (Wold
1985), where the emphasis would be not on latent variables abstracted from reality but on prediction—on accounting for the
observed dependent variables as they stand.  PLS does not incorporate overidentifying constraints and lacks an overall inferential
test statistic of the kind that CBSEM provides.  This plus the ability of PLS to accommodate secondary data mark PLS as a tool
well suited for exploratory research.8

Choosing Which SEM to Use Based on a Lack of a Strong Theory Base (e.g., Archival Data)

As a result of these differences, the factor analytic measurement model of CBSEM provides better protection from measurement
error, but at a price.  The sparse factor analytic measurement model typical of CBSEM requires that the covariances among the
observed variables conform to a network of overlapping proportionality constraints (Jöreskog 1979).  It is easy to show that if
two observed variables are indeed two unidimensional measures of the same common factor, then the ratio of their covariances
with any third observed variable is equal to the ratio of the two variables’ loadings on the common factor, after allowing for
random sampling error.  If the loadings of the two variables are 0.7 and 0.8, for example, then the ratio of their covariances with
any third variable must be equal to 0.7 / 0.8 in the population.  To obtain a good fit in CBSEM, these constraints must hold for
all pairs of reflective measures of each latent variable across all other observed variables in the model (even if the other observed
variables are themselves formative measures (Franke et al. 2008).  Deviation from these overlapping proportionality constraints

6For a detailed discussion of PLS please refer to Chin (1998a, 1998b, 2010), Fornell and Bookstein  (1982), Haenlein (2004), Lohmöller (1989), Wold (1975,
1982, 1985; 1988), and annotated examples in Gefen et al. (2000).

7Please see the reasoning below for how this occurs in PLS.

8We note that Chin (2010) argues that PLS path modeling is also useful for confirmatory research.
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is expressed in the form of correlated measurement errors.  Requiring that measurement errors be uncorrelated is equivalent to
insisting that these constraints hold exactly (again, within random sampling error).  Conformity to such constraints is unlikely to
happen by chance.  It is more likely that such conformity is the result of a long process of measure development and refinement
where the aim from the beginning is to produce such observed variables.  As described in Churchill’s (1979) classic work and
in MacKenzie et al. (2011) in this MISQ issue, this process will almost certainly involve multiple rounds of data collection, testing,
and refinement.  Such a process also requires strong and clear conceptualizations of the latent variables being measured, implying
a highly developed theory base.  Strong conceptualization is necessary for both initial item development and for ensuring content
validity across multiple rounds of item refinement.  Secondary or archival data, such as that typically found in corporate databases,
which were not created and refined with the aim of conforming to these constraints, are unlikely to do so purely by chance.  This
is why secondary data usually performs poorly in CBSEM analysis and why using PLS with its less rigorous assumptions could
be more appropriate.

In relying on weighted composites rather than common factors, PLS path modeling does not impose these proportionality con-
straints on the observed variables.  Moreover, PLS path modeling does not require that measurement errors be uncorrelated—
measurement error covariances are not part of the model at all, and so are unconstrained.  So data sets which are not the result
of long-term measurement development processes, and which are part of research that is in a more exploratory phase, may perform
acceptably in PLS path modeling while they may produce unacceptable results in a CBSEM analysis.

Choosing Which SEM to Use Based on Avoiding Bias in the Estimations

Because the latent variable proxies in PLS path modeling are weighted composites of error-tainted observed variables, these
proxies are themselves tainted with error.  As a result, PLS path modeling parameter estimates are known to be biased (Chin
1998b; Hsu et al. 2006), except under a hypothetical limiting condition which Wold (1982) named “consistency at large.”  This
is an unrealistic situation that only occurs when both the sample size and the number of observed variables are infinite.  Parameter
estimates for paths between observed variables and latent variable proxies are biased upward in PLS (away from zero), while
parameter estimates for paths between proxies are attenuated.  By contrast, parameter estimates obtained from CBSEM are
unbiased when distribution assumptions hold, and are even robust to mild violations of those assumptions.

Choosing Which SEM to Use Based on Formative Scales in the Research Model

Another reason frequently touted for preferring PLS is that a researcher is measuring a construct with formative scales.9  The use
of formative scales is easily accomplished with PLS (Chin et al. 2003), but it presents challenges in CBSEM.  Formative
measurement creates identification problems in CBSEM models (see Treiblmaier et al. 2011), and some argue that formative
measurement presents logical challenges (Edwards 2010; Edwards and Bagozzi 2000).  Formative measurement negates, to some
extent, CBSEM’s ability to model measurement error (Jarvis et al. 2003; Petter et al. 2007),10 opening the door to parameter
estimate bias, which in turn may induce lack of fit (Rigdon 1994).  As a result, CBSEM faces problems in dealing with non-factor
measurement models, including problems of statistical identification.  These may thwart analysis entirely although there have been
some attempts to resolve these issues (e.g., Diamantopoulos and Winklhofer 2001; Jarvis et al. 2003).  Additional discussion on
this issue can be found in Bagozzi (2011), Bollen (2011), and Diamantopoulos (2011).  In contrast, because PLS path modeling
works with weighted composites rather than factors, it is compatible with formative measurement.

9Formative measurement defines the construct of interest as resulting from or being the consequence of the behavior of its indicators (Chin 1998b).  For example,
“company performance” as a construct might be decomposed into components or aspects of performance.  Individual companies might choose to emphasize
different components (ROI, market share, or earnings per share).  This creates less parsimonious models, to be sure.

10Petter et al. (2007) suggest that measurement error can be assessed through the zeta disturbance term in CBSEM.  It can also be independently assessed through
test– retest reliability estimates.
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Obsolete Reasons:  Choosing SEM Based on the need to Model Interactions/Moderation

Another consideration often mentioned in the literature is the need to model interactions.  There are established methods for doing
so in PLS (Chin et al. 2003; Goodhue et al. 2007).  Although CBSEM originally did not seem well-suited to modeling interactions,
CBSEM methods incorporating interactions with both continuous and discreet latent variables are coming of age.  These
approaches for modeling interactions in CBSEM range from the centering and recentering approaches of Lin et al. (2010) to more
computationally sophisticated approaches, such as those incorporated into the Mplus package (Muthén and Muthén 2010). 
Currently, there is no compelling reason to choose PLS over CBSEM just because of the need to model latent variable interactions. 
Please refer to the Appendix A for a discussion of modeling interaction effects in CBSEM.

Obsolete Reasoning:  Choosing SEM Based on Distribution Assumptions

Historically, there have been other data issues cited as reasons to prefer PLS path modeling over CBSEM.  PLS path modeling
makes only the very limited distributional assumptions of ordinary least squares (OLS) regression (Chin et al. 2008).  Moreover,
PLS path modeling uses bootstrapping to empirically estimate standard errors for its parameter estimates, again avoiding restric-
tive distributional assumptions.  By contrast, CBSEM “grew up” relying on maximum likelihood estimation, which presumes a
conditional multivariate normality among the observed variables, and derives estimated standard errors under this same
distributional assumption.

Today, however, leading-edge CBSEM software, exemplified by Muthén and Muthén’s (2010) Mplus package, includes estimator
options which yield correct results across a broad range of data distributions.  These estimation methods work with observed
variables whose distributions are non-normal, censored, or even discrete.  However, CBSEM remains a large-sample methodology
while PLS path modeling shares with least squares regression the ability to obtain parameter estimates at relatively lower sample
sizes (Chin et al. 2008; Fornell and Bookstein et al. 1982).  Although there is some evidence that analyzing interactions with a
small sample size can bias the results in PLS (Goodhue et al. 2007), it should also be noted that the estimates of PLS and CBSEM
tend to converge with large sample sizes, if the CBSEM model is correct and the distribution assumptions hold (Barroso et al.
2010).

Overall Judgment about SEM Practices

The choice of SEM should depend on the objectives and assumptions of the chosen SEM tool, and should be explained as such
to the reader.  It must not be that researchers just choose the SEM that best produces the model they wish to report or as a matter
of merely applying defaults.11

There are many aspects of statistical rigor that should be considered when using SEM.  We detail these in Appendix B,
“Recommended Rigor When Using SEM.”

What to Report in PLS

The objective of the final two sections of the paper is to present the minimal reporting of statistics necessary for the reader to be
able to evaluate the conclusions drawn from data.  These minimal requirements (see Majchrzak et al. 2005) are: 

(a) In the text:
i. The standard reporting of expectations and hypotheses.

ii. Why the researchers chose PLS.

11We say this, however, recognizing that some journals have implicit or explicit policies preferring one SEM tool over another and this must be taken into account.
MIS journals typically have no explicit preference for CBSEM over PLS. Other disciplines do.
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iii. If items are deleted to improve model fit, this must be reported because it increases the risk of over-specification
and thus reduces the ability to generalize the findings or compare them to other studies.  In this case it is
advisable to add a footnote detailing what items were removed and whether the pattern of significant paths
changed as a result. 

iv. Comparison with the saturated model.12

(b) Appendixes  or Tables:
i. Scales with their means, standard deviations, and correlation among each pair of scales.

ii. In the case of reflective scales, also add the reported PLS composite reliability,13 R², and square root of the
AVE.

iii. List of items in each scale with their wordings and loadings (in the case of Mode A measurement) or weights
(in the case of Mode B measurement) and associated t-values.  The loadings and weights of the measurement
items associated with the same latent variable should be approximately the same, unless researchers have a
priori theory-based expectations of substantial differences in performance across items.

iv. Show factorial validity, the equivalent of confirmatory factor analysis.  See the example in Gefen and Straub
(2005).

(c) Recommended but Optional Additions:
i. Common Method Bias analysis.

ii. Nonresponse bias analysis based on Armstrong and Overton (1977) or Sivo et al. (2006).
iii. Second order constructs, where applicable.
iv. Verification of the lack of interaction effects.  
v. Supportive analyses in linear regression as a footnote indicating that the VIF and Durbin-Watson statistics are

within their acceptable thresholds.  VIF should be below 10.0 and Durbin-Watson should be close to 2.0 (Neter
et al. 1990),14 and that there are no serious threats of outliers in the data.

What to Report in CBSEM

Background Reporting

The choice among different estimation methods may have a dramatic impact on CBSEM, but the researcher’s choice should follow
from the attributes of the data, keeping in mind that more familiar estimation methods like maximum likelihood will raise fewer
questions with readers (as long as distributional assumptions seem to hold).  Researchers should concisely explain their choice
of estimation method.15

12This is rarely done in reported PLS research but it should, based on the same philosophical guidelines offered in Gerbing and Anderson (1988).  It is mainly
needed to compare the theoretical model, which includes only the hypothesized paths, with the saturated model, which includes all possible paths in order to verify
(1) that the significant paths in the theoretical model also remain significant in the saturated model, and (2) that adding the paths via the saturated model does
not significantly increase the ƒ², a standard measure of effect size.  By convention, ƒ² values of 0.02, 0.15, and 0.35 are labeled small, medium, and large effects,
respectively.  Based on Carte and Russell (2003), Chin et al. (2003), and Cohen (1988), ƒ² is calculated as (R²saturated model – R²theoretical model / (1 – R²saturated model).

13PLS composite reliability is typically higher than Cronbach’s alpha, although the same standard of being above .80 or above .90 has been suggested for this
statistic as well (Gefen et al. 2000) and seems to have become widely accepted.

14The significance level of the Durbin-Watson statistic, and therefore what value it should have, depends on the number of data points and the number of
independent variables.  One needs to look those up in an appropriate table (Durbin and Watson 1951; Neter et al. 1990).

15This is of a lesser concern in PLS, where users face a set of options regarding the weighting scheme, but experience shows that these choices have minimal
impact on results.  Researchers may obtain slightly higher R² with Mode B estimation (Dijkstra 2010), but may avoid unexpected signs on weights by using Mode
A estimation, since each estimated loading is a mere restatement of the zero-order correlations between the individual indicator and the composite proxy.  Different
inner model weighting schemes also seem to have little effect.
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Before recounting the actual data analysis, authors should also make clear whether their analysis is based on correlations (stan-
dardized data) or covariances.  Of course, researchers need the observations themselves in order to estimate some types of models,
to conduct bootstrapping, and to take fullest advantage of diagnostics.  Standardization represents a loss of information, and
within-group standardization can mislead researchers in multi-group analyses.  Standardization is a poor choice in other specific
circumstances.  For example, a dichotomous variable can never have a variance of 1 (its variance is a function of proportions that
can never produce “1” as an answer).

On the other hand, sometimes the scale of measurement (the variance of an observed variable) is completely arbitrary, or else
scales of measurement differ to such a large degree that results in original metrics are hard to interpret.  In such cases, working
with standardized data may be the best choice.16  Standardization induces bias in factor analysis standard errors estimated under
maximum likelihood (Lawley and Maxwell 1971).  Although some CBSEM packages include a correction factor, there is good
reason to encourage scholars using CBSEM to work with covariance matrices and unstandardized data.  In fact, Cohen et al.
(2003) do not endorse casually discarding original metrics because standardization carries substantial statistical risks, including
the risk of producing nonsensical results.  In the case of CBSEM, it would be simply better to adjust variances to reduce
differences in scale, rather than standardizing per se.  Covariances should be preferred even though large differences in variances
across observed variables may induce convergence problems in some cases (Muthén and Muthén 2010, p. 415), a problem which
researchers can address by adjusting the scales of observed variables to limit these differences.  Related to this, authors should
also report if they are using polychoric correlations to analyze ordinal data (Yang-Wallentin et al. 2010).  Authors should be
explicit about these choices because of their practical and statistical consequences.

Fit Indexes

A second issue of contention is the choice of overall fit indices.  In reporting any of these indexes, it is important to remember
that no mere set of fit indexes—and certainly no single measure of fit—can ensure high quality SEM research (Marsh et al. 2004).
Such things are only outward signs of due diligence in the course of research, just as a handshake or a bow may be an outward
sign of respect in a social situation.  Moreover, fit indices happen late in the research process, when the damage is already done,
and fit index values are affected by other design choices as well as by actual fit of the model to the data.  Importantly, it must not
be that authors pick and choose those indices that best produce what they think are acceptable fit values.

We recommend that authors who delete items in the course of refining their model also present the fit index values obtained before
item deletion,17 to allow readers to evaluate the impact of the deletion.  While removing items and adding paths such as
covariances between error terms might improve overall fit indexes, doing so might compromise the content validity of the scale
through over-fitting, which might also make comparison to other studies problematic.

Reporting about overall fit in CBSEM still begins with the χ² and its degrees of freedom, because these numbers are the starting
point for so many other indices and evaluations.  Historically, CBSEM was launched as an inferential technique with Jöreskog’s
(1969) development of the χ² statistic.  If the constraints in the proposed model and all ancillary assumptions (homogeneity,
distributional assumptions, and asymptotic sample size) hold true in the population, this statistic follows a central χ2 distribution. 
Here, the null hypothesis is that the model and supporting assumptions are correct, and a large/significant χ² value amounts to
evidence against this compound hypothesis.  If this hypothesis does not hold exactly but only approximately, then the statistic
follows a noncentral χ² distribution, and its size becomes a direct function of sample size (Muthén et al. 1997).  To the extent that
models are only simplifications of reality, it is likely that sufficient statistical power will tend to lead to rejection of models
according to this strict χ² test.  Acknowledging this failure of exact fit, researchers are left to determine whether the model may
nevertheless represent a useful approximation.  This has given rise to a variety of alternative fit indices.

Some of these alternative fit indices have been shown to be flawed and are not to be relied upon.  This category includes the χ²/df
ratio (Carmines and McIver 1981).  The χ²/df ratio shares the χ²’s dependence on sample size, except when the model and all

16This is less of a concern in PLS because PLS works primarily with correlation matrices.

17If authors are worried about the length of their papers, these can be reported in appendices that may or may not be published in the print version of the journal. 
Many journals now publish online supplements which allow greater page latitude for complete scientific reporting.
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supporting assumptions are exactly correct in the population (Marsh et al. 1988).  The statistical rationale for using the χ²/df ratio
as a fit index has never been clear (Bollen 1989).  While researchers might use the χ²/df ratio as a simplifying heuristic when
comparing alternative models, just as one might properly use the Akaike information criterion (Akaike 1993), it should not be
reported or offered as evidence affirming acceptable fit.

Another set of fit indexes about which there is some disagreement include the goodness of fit index (GFI) and the adjusted GFI
(AGFI) statistics (Tanaka and Huba 1984).  Although widely used in IS studies, GFI and AGFI are known to be upwardly biased
(indicating better fit) when the sample size is large, and biased downward when degrees of freedom are large relative to the sample
size (Steiger 1989).  The necessary value of GFI was originally suggested based on intuition and some data to be above .90 (Chin
and Todd 1995).  The accepted practice in IS has been to have GFI at or above .90, although slightly lower values have been used
when the other fit indices are good.

Regarding alternative fit indices, the most authoritative word comes from Hu and Bentler’s (1998, 1999) simulations, although
it should be added that not all authorities agree with their recommendations (Marsh et al. 2004).  Unlike prior studies that
recommended heuristic cut-off values for individual indices, Hu and Bentler argued for combinatorial rules involving multiple
fit indices.  Moreover, Hu and Bentler recommended different heuristic cut-off values depending on circumstances such as sample
size and data distribution.  We strongly encourage scholars using CBSEM to personally examine the range of Hu and Bentler’s
recommendations and determine for themselves how these best fit their own research.

RMR stands for root mean square residual.  It is the positive root of the unweighted average of the squared fitted residuals
(Jöreskog and Sörbom 2001).  Because the scale of this index varies with the scale of the observed variables, researchers typically
interpret a standardized RMR (SRMR).  A high value of SRMR indicates that residuals are large on average, relative to what one
might expect from a well-fitting model.  An old rule of thumb says that well-fitting models will have SRMR less than 0.05—but
again, these rules of thumb are largely superseded by the work of Hu and Bentler (1998, 1999).

The root mean square error of approximation (RMSEA) is an estimate of lack of fit per degree of freedom.  Unlike ad hoc fit
indices, RMSEA has a known statistical distribution, and thus can be used for hypothesis tests.  RMSEA is associated with a “test
of close fit” which stands as an alternative to the χ²-based test of exact fit (Browne and Cudeck 1993).  Browne and Cudeck (1993)
suggested an RMSEA value of .05 or less as indicating good approximate fit, while .08 or less indicated approximate fit, and
values above 0.10 indicated room for improvement.  A detailed discussion about why using a .05 cutoff for RMSEA is not
empirically supported is presented by Chen et al. (2008), who also suggest that a value of .10 may be “too liberal” in some cases.

Measures of fit relative to a null or baseline model include the Tucker-Lewis Index (TLI), the comparative fit index (CFI), and
relative noncentrality index (RNI).  Of these three, CFI appears to be the most widely used—Hu and Bentler (1998, 1999)
incorporated CFI within their combinatorial rule.  All three should be above .90 (Marsh et al. 2004), although some, including
Russell (2002) and Hu and Bentler (1998), recommend all three should be above .95.

It is important to add here that it is acceptable that not all fit indexes be within these threshold rules of thumb (Boudreau et al.
2001), as in Gefen et al. (2003).

What Estimation Method Is Used

By default, CBSEM as currently deployed in statistical packages relies mainly on maximum likelihood estimation, or ML.  ML
estimation leads to parameter estimates which maximize the likelihood of the data actually observed, conditional on the constraints
in the model and supporting assumptions.  Today, CBSEM estimation methods include many variations on ML which aim to make
ML estimation robust to violations of distributional assumptions.  Historically, CBSEM users could choose between ML
estimation and generalized least squares (GLS) estimation.  However, GLS estimation can produce counter-intuitive results in
highly constrained models, and there is not a compelling reason to prefer GLS over ML.  Alternatives to ML estimation include
weighted least squares (WLS) methods, some of which only reach stability at very large sample sizes.  No matter which method
is used, the authors should specify which method they used and why.
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What to Report

Minimal Requirements (see examples in Gefen et al. 2003; Pavlou and Gefen 2005):

(a) Appendixes or Tables:
i. Scales with their means, standard deviation, scale reliability, and squared multiple correlation (SMC) or R² of

the constructs.18

ii. List of items in each scale with their wordings and loadings.  It is advisable to add here also the SMC (R2) of
each measurement item, and if the SMC of the items of any given latent variable are not of the same order of
magnitude (for example, it is .70 in one item and only .40 in another), then this must be reported too.  

iii. Correlation or covariance tables (plus standard deviations) of all the items in the model so that basic CBSEM
models can be reconstructed by interested readers.  If ordered data, rather than interval scale data, are used, then
polychoric correlations should be reported.

iv. If measurement items were removed for the model, then the authors should inform the readers about whether
there were any significant cross loadings that prompted this action and what these cross loadings were.  The
authors should also inform the readers how removing these measurement items altered or did not alter the
pattern of significant paths in the theoretical model.

(b) Recommended, but Optional Additions:
i. Common method bias analysis based on Podsakoff et al. (2003).  

ii. For reflective scales, calculated square root of the AVE of each scale and its correlation to each other scale.19

iii. Consider whether each construct, based on theory, is better represented as a first order construct or as a second
order construct.  

iv. Nonresponse bias analysis based on Armstrong and Overton (1977) or Sivo et al. (2006).
v. Comparison of the theoretical model with the saturated model (confirmatory factor analysis or CFA model)

based on the guidelines in Gerbing and Anderson (1988).  These would show whether the saturated model,
which allows all constructs to covary freely, has a significantly lower χ² from the structurally constrained
theoretical model, given the difference in degrees of freedom.

vi. Since heteroscedasticity, influential outliers, and multicolinearity will bias the analysis in SEM just as they do
in linear regression, it would be advisable to add supportive analyses in linear regression as a footnote
indicating that the VIF and Durbin-Watson statistics are within their acceptable thresholds and that there are
no serious threats of outliers in the data.  CBSEM models often involve a few predictors for each dependent
variable, but researchers should not dismiss this danger out of hand (Grewal et al. 2004).

vii. Informing the reader if this was a one step analysis, joining CFA and the structural model, or a two step
analysis, doing the CFA first and the structural model afterward (Gerbing and Anderson 1988).  Adding a
footnote if different results were obtained with the other method is also recommended.

Conclusion

Today social and administrative sciences are examining critical phenomenon for causal relationships and, for this reason, scientists
need to be particularly aware of the accepted community standards for using and applying SEM.  More sophisticated statistical
tools call for more sophisticated analyses and application of best current practices.  We are not arguing for unanimity of practice
when applying SEM inferential logic; we are arguing that our scientific community must engage in this analysis intelligently and
conscientiously and not simply parrot past practice when that practice is, in many cases, weak or indefensible.  We must continue
to educate ourselves in which benchmarks, guidelines, and heuristics make the most sense in interpreting SEM theories and
models.  With attention to such details, we believe that the community can accomplish this noteworthy goal.

18Reliability in first-order factors is calculated as (Σλι)² / [(Σλι)² + ΣιVar(εI)], where λι is indicator loading of item ι, and Var(εI) = 1 – λι².  Reliability in second-
order construct is calculated as multiplication of the standardized loadings of the first-order factors with the standardized loadings of the second-order factor.
See Kumar et al. (1995) for a discussion; for an example of its use, see Pavlou and Gefen (2005).

19AVE is average variance extracted.  It is calculated as (Σλ²i) / ((Σλ²i) + (Σ(1 – λ²i)).
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Appendix A:  Modeling Interaction Effects in CBSEM

Among the several approaches proposed for estimating interactions in latent variable models in CBSEM, Bollen and Paxton (1998) and Little
et al. (2006) describe procedures that do not require special-purpose software, and so are accessible to all CBSEM users.  Bollen and Paxton
described an approach using two-stage least squares (2SLS), an analytical approach used in regression to overcome estimation problems which
would confound OLS.  2SLS associates each predictor in a regression model with an instrumental variable.  In the first stage, each predictor
is regressed on its instrument, then in the second stage the ultimate dependent variable is regressed on the expected or predicted portion of each
predictor from the first stage.

In this case, the researcher wants to estimate an interaction model involving latent variables, using only observed variables, each of which is
contaminated with error.  Under assumptions, two indicators x1 and x2, reflecting the same latent variable share variance due only to the latent
variable, while their error terms are mutually uncorrelated.  If x1 is regressed on x2, then  x^ 1, the portion of x1 explained by x2, can be used as
an error-free substitute for the latent variable.  Thus, Bollen and Paxton’s 2SLS approach involves 2SLS estimation with the ultimate dependent
variable regressed on indicators of the main effect latents and the interaction latent variable, using other indicators of those latents as
instruments.  Klein and Moosbrugger (2000) demonstrated that the 2SLS approach is not as statistically efficient as more recent methods.  Still,
this approach can be used to estimate latent variable interaction models using most any standard statistics package.

Little et al. (2006) proposed an “orthogonalizing” strategy to overcome the problem of collinearity between main effects and the interaction
term.  First, create indicators of the interaction term by multiplying indicators of the main effect constructs.  Then regress each product indicator
on the main effect indicators used to form each product.  The residuals from these regressions are retained as indicators of an interaction latent
variable, which is completely orthogonal to the main effect latent variables.  Marsh et al. (2007) showed that researchers using this approach
could dispense with special and difficult parameter constraints, allowing estimation of the continuous latent variable interaction model using
any standard CBSEM package.
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Appendix B:  Recommended Rigor When Using SEM

SEM Quality Assurance Steps that Should Be Taken

Statistical rigor is crucial in SEM, as it is in linear regression.  The following recommendations apply.

Number of Observed Variables/Measures Needed

How many measurement/indicators there should be for each reflective latent variable is still an open debate in the literature.  With PLS, the
bias in parameter estimates is an inverse function of the number of observed variables per construct (Dijkstra 2010; McDonald 1996).  With
CBSEM, the impact depends on whether measurement models are formative or reflective.  With formative scales (Diamantopoulos and
Winklhofer 2001) the main issue is completeness.  Are all components of a hypothetical formatively measured construct represented in the data?
With reflective, factor-analytic measurement models, multiple observed variables per construct contribute strongly to the model’s degrees of
freedom, which is a primary driver of statistical power (MacCallum et al. 1996).  Three observed variables loading exclusively on one common
factor make the individual factor measurement models statistically identified.  More than three observed variables make each model over-
identified, increasing the researcher’s ability to detect lack of fit.  Encompassing the measurement models of multiple correlated constructs
within a single confirmatory factor model or imposing suitable constraints on parameter estimates will allow a model to achieve identification
with fewer observed variables per construct, but with a more limited ability to detect poorly performing measures.

A design that includes only a few measures per construct also puts a study at risk:  if one or two of a small number of measures behave in
unexpected ways, researchers may be forced to choose methods based on their analytical feasibility rather than based on their ability to best
address the research questions that motivated the study.

Common Method Bias

When developing data sources for a study, researchers must be wary of common method bias (CMB).  CMB can inflate estimates of structural
parameters in the model and may result in erroneous conclusions (Podsakoff et al. 2003).  Addressing CMB is not an integral part of SEM and
so auxiliary analysis needs to be carried out to assess it, although the cross-loadings CMB creates will be evident in CBSEM through observed
lack of fit.

Several steps can be taken when designing the data collection to reduce CMB.  One is collecting data with different methods or sources or at
different points in time (Podsakoff et al. 2003).  These different sources may include multiple informants (Kumar et al. 1993), corporate
databases, transactional data, financial statements, or other independent sources.  

CMB can also be addressed to some degree in questionnaires by including reverse-scored items to reduce acquiescence, and through statistical
analysis such as Harman’s single-factor test (Podsakoff et al. 2003).  In this method, all of the items are examined in an exploratory factor
analysis and the researchers verify that in the unrotated solution there is more than one dominant factor.  A better way to test for CMB is to
add a latent variable to the model, representing conceptually the shared variance of all the measurement items, and have all the measurement
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items load also onto it in addition to the constructs onto which they theoretically load (Podsakoff et al. 2003).  This method uses the ability
of PLS and CBSEM, in contrast to linear regression, to model a loading of a measurement item on more than one latent construct.1

Unidimensionality

Another crucial aspect of SEM that is almost always ignored (Malhotra et al. 2006) is distributional assumption checking (especially
unidimensionality).  Unidmensionality means that there is only one theoretically and statistically underlying factor in all of the measurement
items associated with the same latent construct.  Inadequate unidimensionality challenges reflective construct validity at its most fundamental
level and results in parameter estimate biases (Anderson et al. 1987; Gefen 2003; Gerbing and Anderson 1988; Segars 1997).  Researchers who
design a scale to reflect multiple latent dimensions face special challenges.  The simple proportionality test described previously is not directly
applied, and standard tools like reliability indices also will not directly apply.  Unidimensionality is assumed in linear regression and PLS, and
can be tested for in CBSEM.  See an example of how to do so and the consequences of ignoring it in the tutorial on unidimensionality by Gefen
(2003).  Like CBSEM, PLS path modeling as a method also has the ability to incorporate multidimensional constructs, although few researchers
seem to exploit this opportunity.

Alternative Models

Another issue that has been around for a long time but is still not applied as rigorously as it should be is the comparison of the theoretical model
with a saturated model.  In a seminal paper, Anderson and Gerbing (1988) highlighted the need to compare alternative models, including the
theoretical model containing the hypotheses with a saturated model containing paths among all pairs of latent variables, even those assumed
to be unrelated in the model.  In essence, this allows the researchers to verify that no significant path has been left out of the model.  This is
crucial because omitting significant predictors can bias other path estimates.  In some cases, these omissions bias estimated paths leading to
significance.  While in CBSEM omitted paths may reveal themselves through lack of fit, with PLS and linear regression the consequences of
these omissions may only be seen in careful diagnostics involving plots of residuals.  It should be imperative, therefore, that authors include
such analysis in their papers.

Possible additional checks related to alternative models include testing for moderating effects.  In CBSEM this can be done using χ² nested
model tests (Jöreskog and Sörbom 1994).  Other tests include testing for a significant change in χ² when comparing the original model with 
an alternative nested model in which one pair of the latent variables are joined (Gefen et al. 2003).  If the resulting difference in χ² is
insignificant, then, at least statistically, there is no reason not to join the two latent constructs.  If the model χ² fit index is not significantly
improved by joining any two latent variables, then there is reason to believe that there is significant discriminant validity.

Sample Size and Power

Sample size has long been an important issue in PLS path modeling and in CBSEM, but regression has the most straightforward sample size
guidance.  Ordinary least squares, the most popular estimation method in regression, does not demand especially large sample sizes, so the
choice of sample size is primarily a matter of statistical power (Cohen 1988).  Statistical power in regression is a well-understood function of
effect size (ƒ²), sample size, number of predictors and significance level.  Cohen (1988) offers detailed guidance on how to use these variables
to choose a minimum necessary sample size for regression users aiming to achieve a given level of statistical power.  Across the social sciences,
convention specifies 80 percent as the minimum acceptable power.  Websites are available to calculate the minimum sample sizes needed to
achieve adequate power under different conditions in linear regression (e.g., http://www.danielsoper.com/statcalc/ ).

With PLS and CBSEM, sample size plays a more complex role.  PLS path modeling parameter estimates are biased, as noted previously, with
the bias diminishing as both the number of indicators per construct and sample size increase.  Researchers can calculate the expected degree
of bias and determine the likely impact of investing in a larger sample size (Dijkstra 2010; McDonald 1996).  It has been argued that PLS path
modeling has advantages over OLS regression in terms of power (Chin et al. 2003) although this claim has been challenged (Goodhue et al.
2007).  The core of the PLS estimation method—ordinary least squares—is remarkably stable even at low sample sizes.  This gave rise to a

1However, not all authorities endorse ex post techniques for dealing with common method variance (Richardson et al. 2009; Spector 2006).
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rule of thumb specifying minimum sample size as 10 times the largest number of predictors for any dependent variable in the model (Barclay
et al. 1995; Gefen et al. 2000).  This is only a rule of thumb, however, and is not backed up with substantive research.

With CBSEM, the role of sample size is also complex, but in different ways.  Statistical power itself takes on multiple meanings.  On the one
hand, there is power to reject the researcher’s overall model.  In contrast to regression, PLS path modeling, and most statistical methods in the
social sciences, with CBSEM the model being proposed by the researcher is (typically, but not necessarily) equated with the null hypothesis,
rather than being associated with the alternative hypothesis.  In regression and PLS path modeling, however, power typically refers to the ability
to reject a null hypothesis of no effect in favor of an alternative hypothesis which is identified with the researcher’s proposed model.  So, with
CBSEM, increasing sample size means constructing a more stringent test for the model, while with regression and PLS path modeling, a large
sample size may work in the researcher’s favor.  Power versus the overall model is related to the model degrees of freedom (MacCallum et
al. 1996).  A model with high degrees of freedom can obtain sufficient power at very low sample size.  However, power can also be addressed
in terms of individual path estimates, as in regression and PLS path modeling (Satorra and Saris 1985).  In this setting, researchers may find
a link between power and sample size that is more consistent with that observed in the other methods.

Additionally and entirely apart from the issue of power, CBSEM users must be concerned about stability of the estimation method.  CBSEM
long relied on maximum likelihood (ML) estimation, a method that achieves stable results only at larger sample sizes.  Other estimation
methods, designed to overcome ML shortcomings or violations of distributional assumptions, may require even larger sample sizes.

There is no guideline backed by substantial research for choosing sample size in CBSEM.  At the absolute minimum, there should be more
than one observation per free parameter in the model.  Sample size should also be sufficient to obtain necessary statistical power.  Experience
argues for a practical minimum of 200 observations for a moderately complicated structural equation model with ML estimation.  When other
estimation methods, such as WLS, are used or when there are special features, such as mixture modeling and models with categorical
latent variables, a larger sample may be needed.2  Rules of thumb alone do not automatically tell us what the sample size for a given study
should be.

Other Overall Issues of Statistical Rigor that Apply Also to SEM

Data Description

Researchers should be expected to share enough information with their readers about their empirical data that their readers can make informed
judgments about the soundness of the choices made and conclusions reached by the researchers.  Other researchers should find enough
information in a research report to allow them to make comparisons to their own results, or to include the study as a data point in a meta-
analysis.  Inferior reporting limits contribution to knowledge and potential impact.

Certain reporting requirements are common across regression, PLS path modeling, and CBSEM.  Sharing this basic summary information
allows researchers to determine whether differences in results across studies may be due to differences at the univariate level.  For example,
restriction of range, which may be revealed in the standard deviations, can attenuate correlations in a particular sample (Cohen et al. 2003, p.
57).  If the reader does not have the raw data available, then researchers have an even greater obligation to fully examine their data and report
thoroughly.  Researchers must demonstrate, for example, that data appear to be consistent with stated distributional assumptions.  With
regression and PLS path modeling, which both use ordinary least squares estimation, explicit distributional assumptions during estimation focus
on error terms, not on the observed variables themselves, although violated assumptions such as multicolinearity will bias the estimation results. 
Still, skewed distributions can reduce correlations between variables, and this has direct implications for the results.  Extreme violations of
distributions assumptions or skewed data may suggest the need for transformation to achieve better fit, such as using a log transformation as
is customary in linear regression in such cases (Neter et al. 1990), although obviously the results need to be interpreted accordingly because
the slope of the relationship between Y and ln(X) is not the same as the slope of the relationship between Y and X.

2Muthén and Muthén (2002) recommend and illustrate the use of Monte Carlo simulations as a tool to help determine necessary sample size in a particular
situation.  Stability improves when path relationships are strong and when there are several indicators per construct.  Researchers should use literature related
to their particular choice of estimation method to support an argument regarding adequate sample size.  For example, simulation research regarding the
combination of polychoric correlation coefficients and weighted least squares estimation point to the need for sample sizes in the thousands (Yung and Bentler
1994).  Even then, researchers must be alert for evidence of instability. This evidence may include unreasonable χ² values, parameter estimates, or estimated
standard errors.
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Researchers should always report means and standard deviations for all continuous observed variables, and proportions for all categorical
variables, as a most basic requirement.  Readers of studies that use CBSEM have additionally come to expect authors to provide the correlation
or covariance matrix of the observed variables.  In many cases, having these matrixes enables readers to literally reconstruct the analysis,
allowing for fuller understanding; it also makes the report useful in the training of future researchers.  These matrixes are also valuable when
researchers use regression or PLS path modeling, although those methods rely more on the raw data.  We strongly encourage researcher to add
the correlation or covariance matrix as an appendix to their paper.

Missing Data

One issue too often ignored is proper handling of incomplete data.  Partially missing observations are a fact of life.  Unfortunately, some popular
analytical programs still promote outdated procedures which at best are statistically inefficient and at worst bias results.  When there are missing
data and nothing can be done to rectify or simulate the missing data, we recommend the authors say so explicitly.  Realizing that some
methodologists do not approve of deleting data, researchers can choose and have chosen in the past listwise deletion.  Discarding an entire case
when only few observations are missing does not bias results under many circumstances, but it is wasteful of data as compared with currently
available alternatives.  The alternative pairwise deletion—estimating, say, each covariance based on all observations where both variables are
present—conserves data but may, as in linear regression (Afifi et al. 2004), result in inaccurate estimations and introduce inconsistencies
because of varying sample sizes within the data.  Varying sample size across the model also complicates the analysis.

There may be cases, however, when there are not enough data to allow listwise deletion or there is a theoretical reason not to listwise delete
these data points, such as when those data come from a unique category of respondents about whom these measurement items are irrelevant. 
In such cases, researchers can apply the EM algorithm with multiple imputation (Enders 2006), an approach which usually produces a complete
data rectangle with minimal bias in the results.  Standard statistical packages now include this approach, bringing it within reach of almost all
researchers.  Some statistical packages offer more sophisticated approaches such as the full information maximum likelihood approach, which
is or will soon be standard in CBSEM packages.  This approach models the missing data points along with the free parameters of the structural
equation model.  With this approach, estimation proceeds as if each missing observation is an additional free parameter to be estimated,
although, unlike imputation, the method does not generate an actual set of replacement values.  The modeling of missing values is specific to
the larger model being estimated, so it would be inappropriate to establish specific replacement values as if they were model-independent. 
Techniques are available which can address missing data issues even in cases where missingness is tied to the phenomena under study under
certain conditions (Enders 2011; Muthén et al. forthcoming).

Distribution Assumptions

With CBSEM, data distribution becomes  an important factor in selecting the estimation method.  The default maximum likelihood method
assumes conditional multivariate normality (Muthén 1987), although the method is also robust against mild violations of this assumption (Bollen
1989).  Therefore, researchers should report standard skewness and kurtosis measures for their observed variables.  Substantial departures from
conditional multivariate normality call for either transformation or the use of a different estimator.

Nonresponse Bias

Another topic related to missing data is nonresponse bias.  This issue arises when more than a relatively slight proportion of the respondents
did not return the survey or complete the experimental treatment.  In these cases it cannot be ruled out that there is a selection bias among those
who did complete the survey or treatment.  There is nothing that can be done ex post to recreate these missing data within the data itself, but
steps should be taken to verify at least at a minimal level that the nonresponders are not a unique group.3  This can be done partially by
comparing the demographics of respondents and nonrespondents and by comparing the answers of waves of responders; presumably, if these
are no significant differences among these groupings, then there is less reason for concern  (Armstrong and Overton 1977).

3Although other steps can be taken such as follow up phone interviews to see if there is a difference between the respondents and nonrespondents.  Also see Sivo
et al. (2006).
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Population:  Appropriate and Homogeneous

As with any research project involving collected data, researchers must carefully describe and justify their choices of population, sampling
frame, and sampling plan.  Researchers must support the appropriateness of the population and address concerns about possible heterogeneity. 
Heterogeneity means that different members of the population are subject to either different models or different parameter values within the
same model structure.  In such cases, parameters estimated across the aggregated population are at best overall averages, which may not
accurately represent even one single individual respondent, much less all of them.  In some cases, the sampling frame itself presents a risk of
heterogeneity, as when a researcher aggregates respondents across nations or cultures in order to reach a sufficiently large total sample size.

Currently, linear regression, PLS, and CBSEM (Rigdon et al. 2010) all offer tools for comparing across populations and for seeking multiple
latent populations within a single data set.  Researchers should evaluate their populations for the potential for heterogeneity.  Where
heterogeneity represents a plausible confound, researchers should investigate and report their comparative results.
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