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Appendix A

A Hierarchical Coevolution Genetic Algorithm for
Adaptive M&A Decision Support |

Figure A1 depicts an overview of the coevolution process controlled by the proposed HCGA algorithm. The Level Il (high-level) population
consists of individuals representing the feasible values of the application parameters. The Level | (low-level) populations represent two sets
of system parameters (i.e., two species). One of the low-level popul ations represents the system parameters that drive the sentiment analysis
process, whereas the second low-level population represents the system parameters that control the business relation mining process. The
HCGA agorithm controlsthe evol utionary processesamong all of the populations. At the end of the coevol ution process, a set of near-optimal
application parameter valuesand low-level NL Pfeatures(e.g., the use of specific sentiment lexicons) with respect toaparticular M& A situation
are obtained to refine the M& A target scoring function (i.e., the decision support mechanism).

Thefitnessof anindividual from each populationisassessed intermsof ahigh-level measure, that is, the system’ sperformance on M& A target
recommendations. In particular, the precision regarding making top 10 recommendations (i.e., P@10) is assessed to determineanindividual’s
fitness. Therationale for using P@10 (Ounis et a. 2008) as the fitness function instead of other quantitative measures such as ROI isthat it
may take yearsfor an M& A deal to generate the anticipated ROI, and thusthiskind of information may not be available to assessthe system’s
performance. The P@10 scoreiscomputed with respect to aset of training M& A casesretrieved from the real-world or recommended by M& A
experts. Thefitness of an individual (chromosome) ¢ is defined by the following:

TruePositive,,, 1,

itness(c) =
f (©) FalsePositivemp_lo +FalsePositivemp_lo

where TruePositive,, ;, and FalsePositive,,, ;, represent the true positive and false positive recommendations at the top 10 positions,

respectively. In other words, the system’s M&A scoring module (i.e., the decision support model) is invoked to generate the top 10
recommendations whenever the fitness of a chromosome needs to be evaluated.
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Figure Al. Overview of the Hierarchical Coevolutionary Process

When an HCGA -coordinated evolutionary process takes place, it always begins with the high-level population. To assess the fitness of each
individual in the Level Il population, the fittest individual from each Level | population is passed to the Level |1 population. In other words,
the sets of system parametersand the set of application parametersare combined to drive the eventual M& A target scoring process. The P@10
score of the resulting M& A recommendationsis used to assess the fitness of each individual. Similarly, the fittest individual of the Level |1
population is passed to a Level | population when the fitness of an individual in a Level | population is assessed. In addition, the fittest
individual isexchanged betweenthetwo Level | populations. Theseinteractionsamong the species (popul ations) drivethe coevol ution process.
The advantage of the coevol utionary approach isthat alarge solution space can be divided into subspacesfor aparallel and diversified search,
which improves both the efficiency and the effectiveness of the heuristic search process (Delgado et al. 2004; Olsson 2001).
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Figure A2. Gene Encoding of the HCGA Algorithm ‘
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Algorithm HCGA(Avgfs, Maxgen, NP, Pspelx],pmlx],pd x], welx])

Inputs: Avgpt /* the average fitness threshold to terminate the algorithm
Maxgen /* the maximumno. of generations re-produced
NP /* no. of populations
Psize[x] /* the population size of a specific population x
Pufx] /¥ the mutation probability of a specific population x
P[x] /* the crossover probability of a specific populationx
wefx] /* the elitism rate of a specific population x

Output: Coutf X] /¥ the fittest chromosomesreturned

Main Procedure:

1.gen:=1; /* initialize the generation index

2. forx=1to NP

3. randomly assign feasible value to each gene of each chromosome according to population
size Psize[X];

4.end

5. exchange chromosomes among high-level and low-level populations;

6. compute the fitness of each chromosome in each population P[x ] for generation gen

according to the fitnessfunction;

7. while gen <= Maxgr and Fitness(P/x/se") of each population < Avgg:

8. forx=1toNP

0. select we[x] percentage of fittest chromosomes of a population P/x/7 to build

P[xJeen+1starting from the high-level population;
10. while size( P[xJeen+t) <= Pgize[x]

11. apply roulette-wheel selectionto selecttwo chromosomesto produce PfxJoen+;
12. generate a random number rfor each pair of selected chromosome;

13. if r < Pe[x],apply two point crossover to the selected chromosomes;

14. generate a random number rfor each evolvable gene of each chromosome;

15. if r < Pm{x], apply mutation to the evolvable gene of each selected chromosome;
16. end

17. end

18. exchange the fittest chromosomes among high-level and low-level populations;

19. compute the fitnessof each chromosomein each population P/x]sen+ for generation gen+1
according to the fitness function;

20. gen:=gen+1;

21.end

22 forx=1to NP

23. return the fittest chromosome coufx] from population x;

24. end

25. exit

Figure A3. The HCGA Algorithm ‘

Figure A2 showsthe gene encoding of individualsin both Level | and Level 11 populations. Basically, aLevel |1 chromosome carriesthe genes
representing various application parameters, such asthe scoring formulafor each due diligence dimension, the time window of due diligence,
theweights of variousfinancial metrics, the weights of various sociocultural factors, the weights of various factorsrelated to businessfitness,
and theweights of variousfactorsrelated to competitive advantage of an M& A target. All together, there are 36 evolvable genes of each Level
Il chromosome. A Level | chromosome carries the genes related to various system parameters and low-level NLP features (e.g., a specific
generic sentiment lexicon to be used) controlling the sentiment analysis process or the businessrel ation mining process. Thereare 9 evolvable
genes of the Level | chromosome representing the system parameters controlling sentiment analysis, and 12 that are encoding the parameters
for business relation mining. Decimal gene encoding is used for both Level | and Level Il chromosomesin our system (Goldberg 1989; Lau
et al. 2006).

Figure A3 shows the computational details of the HCGA algorithm. At the beginning of a coevolutionary process (i.e., thefirst generation),
thechromosomesat each level areinitialized by randomly assigning feasibleval uesto each evolvablegene. Then, thefitnessof eachindividual
(chromosome) in a population is evaluated starting from level 11. During fitness eval uation, the fittest individual s among the populations are
exchanged according to the interaction pattern depicted in Figure A1. For thefirst generation, arandomly chosen individual from each Level
| population is passed to the Level |1 population for fitness computation because the fitness of each individual of aLevel | population has not
yet been determined. For the subsequent generations, only the fittest individual s are exchanged among the populations. For each population,
standard genetic operators such as selection, crossover, and mutation are applied to reproduce individuals of the next generation (Goldberg
1989; Huang et al. 2009; Lau et a. 2006). Moreover, the elitism rate w, (i.e., the elitism factor) is applied to directly transfer a certain
percentage of the fittest chromosomes from the current generation to the next generation P in order to retain the fittest chromosomes that
represent good solutions for a problem domain (Goldberg 1989; Lau et al. 2006).
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Roulette wheel selection (Goldberg 1989; Huang et a. 2009; Maiti and Maiti 2008) is applied to choose relatively fitter chromosomes from
the current generation to produce individuals of the next generation. This type of selection is analogous to a roulette wheel, where each
individual occupies an areaon thewheel. Thelarger areatheindividual occupies, the morelikely the ball will 1and there (i.e., theindividual
will be chosen). To tiethe fitness of achromosome to its probability of being chosen for reproduction of the next generation, a probabilistic
selection function is defined according to the following:

Pr(c) = - fitness(c)

size

z fitness(c,)

i=1

where ¢ is a chromosome under consideration and is the fitness function defined earlier. P,,, isthe predefined size of a population P. To
implement roulette wheel selection, a random number » in the unit interval is generated for each chromosome under consideration. |f the
selection probability Pr(c) of achromosome ¢ is greater than the random number (i.e., Pr(c) > r), the corresponding chromosome is sel ected
for reproduction. In other words, afitter chromosome has a better chance to be selected for reproduction. However, chromosomes with low

fitness values may also have a chance to be selected to maintain a good balance between exploitation- and exploration-oriented search.

After two chromosomes are selected for re-production, the genetic operation of two-point crossover (Goldberg 1989; Lau et a. 2006; Ruiz-
Torrubiano 2010) isapplied according to apredefined crossover probability p,. Specifically, arandom number »intheunitinterval isgenerated
for the pair of chromosomes under consideration. If » < p, istrue, atwo-point crossover is applied to the selected pair of chromosomes.
Basically, two pointsal ong the evolvablegenesof thepair arerandomly selected. Then, the geneswithin thetwo-point boundary areexchanged
between thetwo parent chromosomesto produce two child chromosomes. If » < p_isnot established, thecrossover operation will not beapplied
to the pair.

Each chromosome of the selected pair is then considered for the mutation operation after the crossover operation. First, arandom number »
in the unit interval is generated for each evolvable gene of each chromosome of the selected pair. If » <p,, istrue, where p,, is apredefined
mutation rate, amutation operation will be applied to the particular gene. With decimal gene encoding, the current value of the selected gene
isreplaced by another feasible gene value randomly. The evolutionary process (i.e., selection, crossover, and mutation) is repeated until the
number of individuals of the next generation reaches the predefined number P,.,. The aforementioned evolutionary processisapplied to each
population from high-level to low-level. If the average fitness of each population reaches a predefined threshold 4VG,,, or the number of
generationsreproduced exceeds the maximum number of generations MAX, ,,, theHCGA agorithmwill beterminated. At thisstage, thefittest

chromosome from each population is chosen to drive the operation of the M& A target scoring module of the ABIMA system. Table Allists
the genetic parameters of the HCGA agorithm; these parameters were applied to the experiments reported in this paper.

Table Al. Parameter Settings of the HCGA Algorithm

Level Il Population Level | Population Level | Population
(Application (Sentiment Analysis (Relationship Mining

HCGA Parameters Parameter) Parameter) Parameter)
Size of population P.,[1] = 90 P.,[2] = 40 P.,[3] = 40
Gene encoding decimal decimal decimal
Elitism rate w,[1] = 10% w,[2] = 10% w,[3] = 10%
Crossover probability P [1] =0.83 P.[2] =0.83 P.[3]=0.83
Mutation probability P.[1] = 0.05 P.[2] = 0.05 P..[3] = 0.05
Type of crossover two-point two-point two-point
Type of mutation uniform uniform uniform
Max number of generations Max., = 500
Max average fitness Avg;, = 0.95
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Appendix B

Affect Analysis for Sociocultural Fitness Assessment of M&A Targets I

Affect analysisisvery useful for modeling financial phenomenafrom both theoretical and pragmatic perspectives (Bollen et a. 2011; Deresky
2011). Recently, affect analysis has been successfully applied to predict the movement of the Dow Jones Industrial Average (Bollen et al.
2011). The main function of our affect analysis module is to estimate the sociocultural fitness of the targeted M& A companies, the targeted
industrial sectors, or the entire targeted nation. For instance, affect analysis can be applied to assess the public’s feelings (e.g., happiness or
fear) about apotential M& A deal after it isannounced. Specifically, the WordNet-affect lexicon (Valitutti et a. 2004) is applied to build our
affect analysis module. From among the big six classes of affect (i.e., anger, fear, happiness, sadness, surprise, and neutral) that are often
applied to affect analysis (Calix et a. 2010), four of them—anger, fear, happiness, and sadness—are used to estimate the emotion score of a
potential M& A deal. Theaffect classesof surpriseand neutral are not used by our affect analysismodule because our preliminary experiments
show that these classes cannot improve the performance of M&A affect analysis.

Each token of afinancia document (e.g., afinancial news article or an investor comment about a potential M& A deal) is matched against the
WordNet-affect lexicon to identify its emotion class. Then, the emotion score of the document is computed according to the following:

|happy}-(langertt | feart|sad])
|happylt|angertt| fearlt|sad|

emotion(d) =

where happy, anger, fear, and sad represent the sets of emotional indicators extracted from afinancial document d, which coversthe potential
M&A deal. With respect to the predefined time window of due diligence (i.e., an input parameter of an M&A query), each emotion scoreis
then weighted using an exponential decay function (Barari and Mitra2008; Jo et al. 1997). In particular, we apply the following exponential
decay function to weight the affect scores:

[ Leurrent 1 )
7/2

whereemotion(d) theterm istheoriginal affect score of adocument d (i.e., without weighting), and emotion(d, t) isthe weighted emotion score
at time point #. The term 7 is the due diligence time window specified in months, and the term (z,.,,.., — ?) is the elapsed time (in months)
between the time ¢ when afinancial document containing affectsis posted and thetime ¢ when M& A target scoring is conducted. For an

emotion score derived from adocument posted in the same month when M& A target scoring is conducted, the elapsed time (¢ t) iszero.

current

emotion(d,t) = emotion(d) X e
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The weighted emotion score of apotential M&A deal emotin(deal) isthe mean of the weighted emotion scores of the set of relevant financial
documents D containing affects about a deal over each time point of the due diligence window, and it is defined by

-1 |D|

Z Z emotion(d ;,t,)

i=0 j=1
7-1
>|p,
i=0

where emotion(d,, t;) representsthe emotion score of adocument d; at time point £, Theterm D; refersto the set of relevant documents at each
timepoint¢,. Finaly, thesociocultural fitnessof an M& A target isestimated by taking into account the weighted emotion score of the potential
M&A deal and other sociocultural factors.

emotion(deal) =
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