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Appendix A

Synthetic Models and Their Characteristics I

Table A1 summarizes the various characteristics of the synthetic models used in the experiments, including the number of event types, the size
of the state space, whether a challenging construct is contained (loops, duplicates, nonlocal choice, and concurrency), and the entropy of the
process defined by the model (estimated based on a sample of size 10,000). The original models may contain either duplicate tasks (two
conceptually different transitions with the same label) or invisible tasks (transitions that have no label, as their firing is not recorded in the event
log). We transformed all invisible transitions to duplicates such that, when there was an invisible task i in the original model, we added
duplicates for all transitions ¢ that, when fired, enable the invisible transition. These duplicates emulate the combined firing of  and i. Since
we do not distinguish between duplicates and invisible tasks, we combined this category.
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Table A1. Petri Net Models and Their Characteristics

>

5 2 | g
2 9 0 g 5 8 g2
g 5 & =5 g = £°
Model | @ 7 3 25 3 a &
1 4 3 1 0 0 0 474
1Skip 4 6 1 0 1 1 5.97
2 4 4 1 0 0 0 1.97
20ptional 4 4 1 0 0 0 1.99
28kip 4 5 1 0 0 1 2.02
al 7 7 1 0 1 0 6.02
a10Skip 10 11 0 0 1 1 2.58
al2 12 13 0 0 1 0 2.25
a2 11 14 1 0 1 0 8.07
a5 5 6 1 0 1 0 2.35
abnfc 5 7 0 1 1 0 1.50
a7 7 10 0 0 1 0 3.56
a8 8 8 0 0 1 0 1.92
betaSimplified 11 18 0 1 0 1 2.00
bn1 41 40 0 0 0 0 2.00
bn2 41 40 1 0 0 1 4.00
bn3 41 40 1 0 0 1 9.02
Choice 10 7 0 0 0 0 4.00
driversLicense 7 8 0 1 0 0 1.00
flightCar 6 8 0 0 1 1 1.92
herbstFig3p4 10 11 1 0 1 0 445
herbstFig5p19 3 6 0 0 1 1 2.51
herbstFig5p1AND 3 4 0 0 0 1 1.00
herbstFig5p10R 6 8 0 0 1 1 1.00
herbstFig6p10 9 13 1 0 1 1 3.63
herbstFig6p18 5 5 1 0 0 1 6.77
herbstFigbp25 19 19 1 0 0 1 6.20
herbstFig6p31 7 7 0 0 0 1 2.00
herbstFig6p33 8 8 0 0 0 1 1.92
herbstFig6p34 10 15 1 0 1 1 6.44
herbstFig6p36 10 16 0 1 0 0 1.00
herbstFig6p37 14 51 0 0 1 0 9.25
herbstFig6p38 5 11 0 0 1 1 2.16
herbstFig6p39 5 11 0 0 1 1 3.42
herbstFig6p41 14 18 0 0 1 0 3.50
herbstFig6p42 12 20 0 0 1 1 3.95
herbstFig6p45 6 14 0 0 1 0 3.45
herbstFig6p9 5 7 0 0 0 1 2.00
parallel5 7 34 0 0 1 0 6.91
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Detailed Results of the Experiments with Synthetic Data I

Tables A2 and A3 document in detail the results of the experiments with synthetic data. As discussed in the section on experiment 2, we fitted
a RegPFA to the training set (70%) of each of the event logs and measured the result’s quality by computing the cross entropy with respect
to the large test event log (10,000 process instances). The tables show the increase in cross entropy relative to the entropy of the actual entropy
listed for each event log in Table Al. Therefore, the entries in Tables A2 and A3 represent the increase in entropy when the fitted model is
used instead of the true model that generated the data. We report the performance with respect to each model’s selection criterion and the
“optimal” performance, that is, the performance that could have been achieved had the model selection delivered the best of all candidate
models.

Table A2 lists results for the large event logs (700 process instances in the training set and 300 process instances in the validation set).

Table A2. Experiments on Synthetic Data with Large Event Logs

Model Validation Set AIC HIC, 5 Optimal
1 0.01 0.01 0.67 0.01
1Skip 1.02 1.88 2.71 1.00
2 0.00 0.00 0.00 0.00
20ptional 0.00 0.00 0.00 0.00
2Skip 0.00 0.10 0.00 0.00
al 27.13 inf 27.01 20.76
a10skip inf 34.45 28.23 27.04
a12 27.50 404.19 inf 19.70
a2 691.59 47.60 47.60 43.29
ab 0.01 0.00 0.00 0.00
abnfc 12.51 42.62 5.87 3.76
a7 27.10 19.35 25.20 17.38
a8 inf inf 18.30 9.27
betaSimplified 45.40 inf 43.11 36.63
bn1 0.00 26.27 0.00 0.00
bn2 inf 84.52 74.12 72.45
bn3 inf 145.69 111.74 107.00
Choice 24.83 inf 23.00 15.51
driversLicense 0.00 0.00 0.00 0.00
flightCar 138.49 26.68 26.68 21.91
hFig3p4 41.86 82.51 inf 38.48
hFigSp1AND 1.02 117 117 1.02
hFig5p10R 0.00 0.00 0.00 0.00
hFig5p19 0.00 0.00 0.00 0.00
hFig6p10 40.68 inf 38.33 31.17
hFig6p18 inf inf 15.11 14.39
hFig6p25 22.36 36.56 27.70 20.06
hFig6p31 421.27 421.27 16.50 11.12
hFig6p33 inf inf inf 13.76
hFig6p34 55.33 94.33 46.34 38.65
hFig6p36 1.00 1.00 1.00 1.00
hFig6p37 56.11 39.69 52.52 35.34
hFig6p38 98.71 362.66 inf 7.10
hFig6p39 22.67 25.92 20.51 17.58
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hFig6p41 10.01 34.44 18.08 8.38
hFig6p42 34.54 33.59 33.27 25.41
hFig6p45 inf 16.21 15.40 12.06
hFig6p9 4.10 4.07 3.99 3.87
parallel5 0.10 3.21 0.25 0.10
# best choice 16 1 24
# inf 7 7 4 0

Table A3 lists results for the small event logs (35 process instances in the training set and 15 process instances in the validation set).

Table A3. Experiments on Synthetic Data with Small Event Logs

Model Validation Set AIC HIC, 5 Optimal
1 inf inf 10.84 3.57
1Skip 0.91 1.86 2.46 0.91
2 0.13 0.01 0.01 0.01
20ptional 0.32 6.07 0.01 0.01
2Skip 0.00 0.76 0.20 0.00
al 25.16 29.00 24.08 13.59
a10skip inf 27.55 25.42 22.50
al12 inf 19.33 7.14 5.18
a2 inf 51.33 36.88 31.09
a5 0.06 0.06 0.06 0.06
abnfc 0.21 1.59 0.31 0.21
a7 25.80 9.09 1.74 1.14
a8 0.11 3.31 0.11 0.11
betaSimplified inf 38.29 inf 28.02
bn1 inf 132.57 69.24 66.80
bn2 inf 198.52 73.48 69.74
bn3 inf 216.81 132.54 129.03
Choice inf 15.77 inf 13.35
driversLicense 0.00 1.00 0.00 0.00
flightCar 0.07 7.89 0.07 0.07
hFig3p4 inf 36.64 inf 28.81
hFig5p1AND 17.66 12.30 16.37 11.89
hFig5p10R 0.01 0.01 0.01 0.01
hFig5p19 0.00 5.12 0.00 0.00
hFig6p10 39.29 inf 34.31 31.51
hFig6p18 inf 107.95 14.93 11.98
hFig6p25 65.92 67.37 inf 59.24
hFig6p31 0.04 7.04 0.04 0.04
hFig6p33 inf inf 22.87 18.66
hFig6p34 inf 52.81 inf 40.79
hFig6p36 1.03 7.03 1.04 1.03
hFig6p37 57.12 52.10 52.75 41.00
hFig6p38 18.96 80.53 22.53 6.20
hFig6p39 18.90 9.16 16.66 9.16
hFig6p41 0.23 11.75 0.24 0.23
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hFig6p42 15.87 23.21 14.17 10.62
hFig6p45 5.94 inf 5.26 4.84
hFig6p9 inf inf 15.65 11.56
parallel5 8.61 12.74 11.42 6.66
# best choice 14 10 20
#inf 14 5 5 0

Table A4 shows the fitness and advanced behavioral appropriateness scores for all event logs used to evaluate the RegPFA Analyzer.

Table A4. Experiments on Process Discovery

Advanced
Behavioral
Model Fitness Appropriateness

12] 1.00 0.69
|2|Optional 1.00 1.00
|2|Skip 1.00 0.59
a10skip 1.00 1.00
al2 1.00 1.00
ab 1.00 1.00
abnfc 1.00 1.00
a7 1.00 1.00
a8 1.00 1.00
betaSimplified 1.00 0.65
Choice 1.00 1.00
driversLicense 1.00 1.00
driversLicensel 1.00 0.88
hFig3p4 1.00 0.74
hFig5p19 0.97 1.00
hFig6p18 1.00 0.81
hFig6p31 1.00 1.00
hFig6p36 1.00 0.80
hFig6p38 1.00 1.00
hFig6p41 1.00 1.00
1] 0.998 0.908
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Table A5 compares the experiment’s results to the other algorithms’ scores that de Weerdt et al. (2012) report.

Table A5. Comparison with Fitness and Advanced Behavioral Appropriateness Scores Reported in de

Weerdt et al. (2012)

Advanced Behavioral
Algorithm Fitness Appropriateness
ProbabilisticMiner 0.998 0.908
AGNES-Miner 0.995 0.813
a+ 0.969 0.873
a++ 0.984 0.879
DT Genetic Miner 0.996 0.778
Genetic Miner 0.998 0.737
HeuristicsMiner 0.973 0.809
ILP Miner 1.000 0.786

Appendix B

Description of the Baseline Predictors Used in Experiment 2 I

We applied n-gram models to business process event data in experiment 2. N-gram models, popular techniques for language modeling,
distribute the event sequences of business processes by means of several conditional probability tables. For each sequence of up to n-1 events,
a probability table is maintained that specifies the distribution over the next event. The distribution is modeled formally as follows:

T,

P(xP....x2) =] P(x®

i=0

XX

i-n+1

X X0 = 1 P
i=0

i i-n+l1

The conditional probability tables P( X

le(_cl) yeees X, () ) can be estimated by processing the event log to search for substrings that match

the values of the X i(_“,) . ¢ i(_”iﬂ variables and counting how often each event type follows the sequence. The counts allow probabilities to
be estimated as relative frequencies.

As an example, Figure B1 shows the same business process and event log that Figure 1 shows, but it also contains conditional probability tables
for a three-gram estimated from the five process instances in the event log. For instance, these tables predict that, after an event sequence 4B,
an event of type D will follow with probability 1.0, and after an event sequence BD, an event of type kill will follow with probability 1.0. Event
kill is the artificial event that indicates process termination.

We show only a subset of all possible conditional probability tables. For instance, there is no table for event sequence 4D because the tables
are constructed from the relative frequencies with which certain types of events follow on the event sequence in the event log, and there is no
occurrence of 4D in the event log.

We maintain tables not only for event sequences of length n — 1, but also for shorter event sequences. In the example in Figure B1, we maintain
a table for the empty sequence (--) and for the sequence that contains only an event of type 4 (-A). The empty sequence is needed in order to
model the probabilities of seeing a given type of event at the beginning of the process, while the sequence of only an event of type 4 (-A) is
needed since 4 was observed in the event log with no event before it. In two out of five processes’ instances, an event of type B follows after
seeing only 4. Three out of five instances proceed with a C, so the corresponding probabilities in the table are 0.4 and 0.6.
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The History predictor, which we used in experiment 2 in addition to the n-gram, can be interpreted as a special type of n-gram. Since the
History predictor is not limited in terms of the length of the event sequence it considers, it is an n-gram of unbounded length. Given a particular

event log in which the longest process instance is of length 7, = max T, the History predictor is a T, -gram.
B D Event log
accept grant credit Process Event
instance | sequence

Cl ABD

C2 ACE

A (OX] ABD

review C E 8‘; ‘:gg

application reject send rejection
letter
Sequence = (--) Sequence = (-A) Sequence = (AB) Sequence = (BD)
Event type | Probability Event type | Probability Event type | Probability ~ Event type | Probability
A 1.0 A 0 A 0.0 A 0.0
B 0.0 B 0.4 B 0.0 B 0.0
C 0.0 C 0.6 C 0.0 C 0.0
D 0.0 D 0.0 D 1.0 D 0.0
E 0.0 E 0.0 E 0.0 E 0.0
kill 0.0 kill 0.0 kill 0.0 kill 1.0
Sequence = (AC) Sequence = (CE)
Event type | Probability =~ Event type | Probability
A 0.0 A 0.0
B 0.0 B 0.0
C 0.0 C 0.0
D 0.0 D 0.0
E 1.0 E 0.0
kill 0.0 kill 1.0
Figure B1. Estimating a Three-Gram for an Exemplary Event Log
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