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Appendix A

Definitions of Some Key Constructs in Representation Theory

Construct Definition

Representation A model of someone’s or some group’s perceptions of the meaning of some focal real-world
phenomena.

Faithfulness of an
information system
representation

The extent to which someone or some group deems that a representation accurately and
completely captures their perceptions of the meaning of some focal real-world phenomena.

Accuracy of an
information system
representation

The extent to which someone or some group deems that a representation correctly captures their
perceptions of the meaning of some focal real-world phenomena.

Completeness of an
information system
representation

The extent to which someone or some group deems that a representation fully captures their
perceptions of the meaning of some focal real-world phenomena.
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Construct Definition

Real-world
phenomena 

The aggregation of constituent things and their properties that exist in the real world, as perceived
by someone or some group.

Meaning How someone (or some group) interprets the real-world phenomena.

Unfolding meaning The changes in meaning ascribed to focal real-world phenomena by someone (or some group) as
a result of events that occur in the real world.

Deep structure Those characteristics of an information system that embody someone’s or some group’s
perceptions of the meaning of the focal real-world phenomena.

Information system
script

An ordered string of meaningful symbols that provides descriptions of the focal real-world
phenomena that an information system is intended to represent.

Information system
grammar

A set of constructs and rules to combine the constructs to generate scripts that provide
representations of someone’s or some group’s perceptions of the meaning of some focal real-
world phenomena.

Information system
language

The set of all scripts that can be generated via an information system grammar to represent all
domains in which the grammar might be applied.

Hereditary property A property of a thing as well as its components (e.g., mass).

Emergent property A property of a thing that has some relationship with the properties of its components but is not
possessed by its components (e.g., a work group’s level of cohesion).

External event An event that occurs in a system by virtue of the actions of things in the environment of the system
on things in the composition of the system.

Internal event An event that occurs to the components of a system by virtue of the action of the system’s
transformation laws.

Well-defined event An event where the subsequent state can be predicted based on the prior state.

Ill-defined event An event where the subsequent state cannot be predicted based on the prior state.

Representation model An account of the relationships between the set of constructs that exist in an ontological model
chosen to characterize real-world phenomena and the set of constructs provided in an information
system grammar.

State-tracking model An account of the conditions an information system must satisfy if it is to continue to provide a
faithful representation of the meaning of its focal real-world phenomena as these phenomena
experience changes of state (events).

Good-decomposition
model

An account of the conditions an information system decomposition must satisfy such that it best
conveys the meaning of its focal real-world phenomena.

Construct deficit The situation that arises when a construct exists in an ontological model chosen to characterize
real-world phenomena that has no mapping from any modeling construct in an information system
grammar.

Construct redundancy The situation that arises when two or more modeling constructs exist in an information system
grammar that map to a single construct in an ontological model chosen to characterize real-world
phenomena.

Construct overload The situation that arises when a modeling construct exists in an information system grammar that
maps to two or more constructs in an ontological model chosen to characterize real-world
phenomena.

Construct excess The situation that arises when a modeling construct exists in an information system grammar that
has no mapping to any constructs in an ontological model chosen to characterize real-world
phenomena.

Mapping condition A state of the information system must map to only one state of its focal real-world phenomena.

Tracking condition An information system must faithfully track state changes that occur to its focal real-world
phenomena as a result of interactions between things within the boundary of the focal phenomena
(internal events).

External-event
condition

An information system must provide a faithful representation of any change in the state of its focal
real-world phenomena that arises due to the action of a thing in the environment of the focal real-
world phenomena (an external event).

A2 MIS Quarterly Vol. 41 No. 4—Appendices/December 2017



Burton-Jones et al./Assessing Representation Theory

Construct Definition

Sequencing condition An information system must faithfully record the sequence in which external events occur in its
focal real-world phenomena.

Determinism condition Given a set of external (input) events that occur in some focal real-world phenomena, an
information system decomposition that represents the phenomena is good only if the events
enacted in the information system are either external events or well-defined internal events.

State variable An information system representation of a property of some thing in the real world.

Minimality condition An information system decomposition is good only if all subsystems and systems in the
information system that represent user perceptions of the meaning of the focal real-world
phenomena have no redundant state variables (i.e., state variables that are never needed during
the life of the information system to represent user perceptions of the meaning of states or events
in the focal real-world phenomena).

Losslessness
condition

An information system decomposition is good only if it preserves every hereditary property and
every emergent property in its focal real-world phenomena.

Maximum-cohesion
condition

A subsystem of a decomposition is maximally cohesive if its output state variables (those whose
values are changed by internal events) cannot be partitioned based on a partition of its input state
variables (those whose values are changed by external events.

Minimum-coupling
condition

A decomposition has minimum coupling if and only if, for all subsystems of the decomposition, the
number of external events occurring in each subsystem of the decomposition is less than or equal
to the number of external events occurring in any other decomposition that has the same and
equally cohesive subsystems.

Appendix B

Literature Review Procedures

Step 1:  Paper Identification

We started our review by identifying published research that referenced RT.  We first debated which papers were the seminal papers that
described the original theory.  We agreed upon three:  Wand and Weber (1990, 1993, 1995).  Using Harzing’s (2010) publish-or-perish tool,
we obtained a total of 1,022 records of papers citing these three papers by July 2013.

To scope our review, we decided each paper in our sample should pass a minimum level of quality.  We used two heuristics.  First, we
determined that each paper should itself be cited at least once according to Harzing’s publish-or-perish tool.  Eliminating uncited papers resulted
in a list of 770 paper records, which still included duplicates for those papers citing more than one of the three seminal works.  The removal
of duplicates (53) and the removal of records of papers written in a language other than English (42) resulted in 675 records.  Second, because
some years may elapse before papers are cited (Allen et al. 2009), we followed suggestions to apply different thresholds for papers outside a
five-year window (Straub and Anderson 2010).  By consensus, we decided that any paper published over five years earlier (i.e., before 2009)
required a minimum of 10 citations to be considered impactful.  In contrast, we did not place a minimum limit on citations for papers published
during or after 2009 (other than the original requirement of at least one citation).

We identified 202 records of papers published before 2009 with less than 10 citations.  To ensure this threshold would not lead to Type-II errors,
each of us reviewed these 202 records.  We felt some of these papers might still be impactful in the years to come.  Through a voting process
in which a paper required at least one vote to be considered relevant, 29 of these 202 records were deemed relevant, while the rest were
removed.  We also added some papers that at the time of data collection were forthcoming or in-press (and have since appeared as publications). 
These steps resulted in 502 records of potentially relevant papers.  We then sought to obtain the 502 papers.  We were unable to locate six
papers.  The remaining 496 papers were included in our analysis.

All papers were processed to enable full-text search.  The full-text search allowed us to identify the part of each paper that cited the theory and
to determine whether the paper was actually engaging with RT or simply citing it in a cursory manner or for purposes unrelated to our study
(e.g., referencing the foundational papers simply to support definitions of “ontology” but not engaging with the RM, STM, or GDM in any
way).  Following this process, one of us identified 162 papers that cited the seminal works in a cursory manner or for purposes completely
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unrelated to our aims.  Another of us then analyzed the 162 papers and confirmed their lack of relevance.  We thus considered 334 papers for
categorization.

Step 2:  Paper Categorization

We next categorized the 334 papers using the categories shown in Table B1.  We hired a postdoctoral researcher who had completed a Ph.D.
using RT to complete the coding.  We explained the categories to him and conducted two pilot tests to evaluate the quality of his coding.  With
each pilot test, we compared his coding with our own.  Where inconsistencies arose, we continued to clarify the categorization scheme over
three iterations until his coding and ours indicated we had consensus.

During categorization, the coder identified some papers he viewed as irrelevant to our study (e.g., papers citing the seminal papers but referring
to RT simply as an example of an ontology).  One of us subsequently reviewed these papers to check for lack of relevance.  As a result, 22
papers were removed, which resulted in a final set of 312 papers to code.

To ensure coding reliability, we employed a second postdoctoral researcher familiar with RT to independently categorize a random sample
of 52 papers (just over 16% of the 312).  We then compared the reliability of the two coders’ work based on percentage agreement and Cohen’s
(1960) Kappa.  Kappa understates agreement when a specific category is used rarely.  This problem occurred with two coding categories (where
Kappa was <0.05).  In both cases, however, the percentage agreements remained high (> 92%).  Moreover, when these two categories were
excluded, the overall average Kappa was 0.69.  Values of 0.61 to 0.80 are considered substantial (Landis and Koch 1977).  Thus, the coding
appeared to be reliable.

Table B1.  Summary of Categorization Scheme

Category Selected Criteria

Focus and intent

What is the stated intended research goal?
Which phenomena are the focus of the paper (e.g., conceptual modeling)?
How does the paper refer to the theory?

• Conceptual foundation
• Test of theory
• Critique of theory

• Extension of theory
• Reference to theory
• Other

Are potential theoretical or methodological advances an explicit or intended contribution of the paper?

Element of
theory

Which part of RT is examined?

RT as a whole (e.g., its assumptions and the three
categories of structures)
Representation model

State-tracking model
Good-decomposition model

Research
method

Which research method or approach has been used?

• Representational analysis 
• Survey
• Laboratory experiment
• Field study

• Case study
• Interviews
• Design science
• Other

Empirical
evidence

What are the results of the study?
What are the quantity and quality of the results (considering the type of sample)?

Step 3:  Paper Coding

With the benefit of our broad categorization of the papers, we coded the 312 papers that used RT to determine the extent to which they engaged
in the pursuit of success or failure.  To identify pursuit of success, we started by listing all papers that our external coders identified (via the
categories in Table B1) as reporting theoretical and/or methodological advances or extensions.  To identify pursuit of failure, we started by
listing all papers that our external coders categorized (again via the categories in Table B1) as referring to RT as conceptual foundation, test
of theory, critique of theory, or reporting empirical evidence.

We then conducted two checks of the combined list.  First, one of us reviewed each paper in the list to determine if he/she agreed that each
paper reflected a pursuit of success or failure.  Second, two of us reviewed the whole set of 312 papers to ensure other papers that pursued
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success or failure were not missing from the list.  We held regular coding meetings to discuss and defend decisions until we reached consensus
on the final list.  The final list contained 69 of the original 312 papers.  Such a small subset was expected because our aim was to assess how
RT has been advanced (whether in the direction of success and/or failure).  Papers that simply applied RT as is, without extending it, lay outside
our review paper’s scope.

Once we had finalized the list of 69 papers, we developed 16 codes to classify each paper alongside two dimensions—eight directions of pursuit
and eight strategies of pursuit.  Table B2 and Table B3 summarize the coding criteria.  Much like the rest of the coding process, we developed
these codes iteratively through group discussion until consensus was reached.

With agreed codes established, two of us independently coded all 69 papers and met to discuss, defend, and revise the coding until we reached
consensus.  This process took three rounds.  After the first round, the average percentage agreement was 0.85 and the average Cohen’s Kappa
was 0.28.  After the second round, the average percentage agreement was 0.93 and the average Kappa was 0.66.  As noted before, Kappa is
low when some categories are seldom found in the data (such as direction “B,” which had a percentage agreement of 99%, but a Kappa value
of 0.00).  Even when these categories were included, however, the average Kappa was 0.66 (i.e., within the 0.61–0.80 range considered
“substantial”) (Landis and Koch 1977).  Given this high level of agreement, the two of us who acted as coders then conducted one more round
and resolved the remaining differences through discussion.

We highlight three aspects of our coding that have a key bearing on our results.  First, as Figure 2 shows, coding the direction of pursuit requires
knowledge of the theory’s starting point.  The starting point was not always clear, however, in each paper we reviewed.  Rather than articulating
what explanatory concepts RT contained, what outcomes it explained, and how it was being extended, authors frequently took the first two
for granted and focused on the third point alone.  This approach sometimes made it hard to code the direction of pursuit.  As noted earlier, one
reason for this difficulty could be that descriptions of RT have not been summarized comprehensively in one place (with the exception of
Weber’s 1997 out-of-print monograph), something our summary of RT above should help remedy for future research.  Nonetheless, for the
purpose of reviewing each paper, we simply coded the theory’s starting point based on our understanding of RT and our interpretive reading
of each paper.

Second, to code those papers that we believed pursued the theory’s extension, we placed greater weight on papers that identified new
phenomena outside conceptual modeling.  The reason is that conceptual modeling has always been RT’s primary field of application.  As in
assessments of research programs in other fields (Kilduff et al. 2006), we wished to weight more heavily those outward-looking papers that
increased the program’s empirical scope beyond its original application.  Our approach is not meant to deprecate papers that advanced RT within
the conceptual modeling field.  Indeed, progress in this field has been substantial.  We were simply more exclusive when coding strategies of
extensions within the conceptual modeling field and more inclusive when coding papers outside conceptual modeling.

Finally, when coding papers that sought to propose an alternative (competing) theory in direct preference to RT, we only coded extensions made
to RT and not potential extensions made to competing theories.  Our main reason was that such papers did not seek to advance RT primarily
but rather the competing theory they discussed.  We generally coded such papers in terms of direction “G”and “tests of competing theories”
to reflect the basic argument in these papers that RT offered a poorer account of the focal phenomena compared to the alternative theory they
used or developed.
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Table B2.  Criteria for Codifying Papers for Direction of Pursuit of Success and Failure

Direction Coding Criteria

A Does the paper show how existing phenomena can be explained with fewer explanatory constructs?
(This category does not include studies that only examine part of the theory, such as studies that examine the
effect of ontological clarity alone rather than both clarity and completeness.  Rather, this category requires the
explicit aim of reduction of RT by removing a particular construct from the theory.)

B Does the paper show how new phenomena can be explained, or existing phenomena explained more
effectively, with fewer explanatory constructs?
(As with A, this category requires the explicit reduction of explanatory constructs.)

C Does the paper explain new phenomena or improve explanations of existing phenomena with the existing set of
constructs?
(New phenomena could be explained by making creative inferences from existing constructs.  Improved
explanations of phenomena could be achieved through refining or improving the precision of construct
definitions and associations or research procedures.)

D Does the paper explain new phenomena, or improve explanations of existing phenomena, with the benefit of
additional constructs?
(Examples are new constructs that add predictive power, moderators that explain the theory’s performance in
different contexts, or mediators that explain the mechanism through which RT’s constructs affect outcomes.)

E Does the paper add new constructs to explain existing phenomena?
(With this category, the implication is that the explanatory power of RT would be lower than currently purported
to be if the additional constructs are not added.  This outcome could occur, for instance, if a new construct is
added to explain a counterexample.)

F Does the paper show that even with the addition of new constructs, the explanatory power of the theory is lower
than currently purported to be?
(This category would include attempts to explain counterexamples through the addition of new constructs, but
where the attempts do not entirely resolve the unexpected results.)

G Does the paper show that the current set of constructs is not able to provide the explanation that the theory
currently purports to offer?
(This could be achieved in an absolute sense if a theoretical prediction is refuted or no evidence is found for it. 
It could also be achieved in a relative sense if RT’s explanation of existing phenomena is shown to be poorer
than that offered by an alternative theory.)

H Does the paper constrict the theory by removing constructs and also removing phenomena or explaining
existing phenomena less powerfully?
(This category requires the explicit reduction of both the theory’s explanatory constructs and the phenomena the
theory purports to cover, such as particular outcome constructs.) 
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Table B3.  Criteria for Codifying Papers for Strategy of Pursuit of Success and Failure

Strategy Coding Criteria

Intension (reduction) Does the paper reduce RT’s existing set of constructs and associations?
(This is equivalent to coding direction “A.”)

Extension (addition) Does the paper introduce new constructs or associations to account for new phenomena?
(When judging novelty, a more exclusive stance is used to code conceptual modeling phenomena
and a more inclusive stance is used to code phenomena outside conceptual modeling.)

Extension (precision) Does the paper introduce improvements to research procedures that could increase the precision
of existing explanations?
(Improvements could include new measurements, methods, guidelines, and empirical approaches.)

Intension and
extension 

Does the paper introduce improvements to constructs and/or associations that help to improve
RT’s explanations?  Note that improvements could vary widely from expansions/additions to
contractions/refinements.
(When judging novelty, we adopt a more exclusive stance when considering papers within the
conceptual modeling field and a more inclusive stance when considering papers outside the
conceptual modeling field.)

Identify tacit
assumptions

Does the paper explicitly identify and challenge assumptions not explicit in the original works
(Wand and Weber 1990, 1993, 1995; Weber 1997)?
(If an assumption is identified and challenged, is the challenge only conceptual, or does the paper
take steps to empirically test the challenge?)

Delineate boundaries Does the paper propose a boundary to the theory?  If boundaries are identified, are they proposed
a priori (e.g., based on theory) or ex post (e.g., based on the pattern of results observed in a given
study)?
(Delineation of boundaries could involve adding constructs, such as moderators, to explain why RT
works in some contexts, not others, or could involve adjusting RT’s constructs and associations to
restrict their application to certain contexts.)

Conduct contests with
competing theory

Does the paper provide a description of a theory as an explicit alternative to parts of RT (e.g., an
alternative ontological benchmark or model) or RT as a whole?
(If competing theories are identified, does the paper develop competing predictions between RT
and the other theory?  If so, does the paper empirically test these competing predictions?)

Explain
counterexamples

Does the paper report findings that contradict RT’s propositions, hypotheses, or conjectures?
(If counterexamples are identified, did the discovery occur through conceptual analysis or empirical
results?  Are the counterexamples followed up with empirical studies to explain the counter-
example?)

Step 4: Analysis of Results

In our final step, we prepared two summaries of the coding results to facilitate an interpretation of the literature review.  First, we created
detailed accounts of our coding organized by strategy of pursuits in two concept matrices (one each for pursuit of success and failure) (Tables
B4 and B5).  We then prepared a summary of the coding results including both strategy and direction of pursuit on a per-paper basis (Table
B6).
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Table B4.  Concept Matrix of Studies that Report on the Pursuit of Success

Pursuit
Strategy Description

Intension
(reduction)

None found

Extension
(addition)

Addition of new phenomena explained:
• Effective use (Burton-Jones and Grange 2013)
• Software metrics (Chidamber and Kemerer 1994)
• IT value measurement (Davern and Wilkin 2010)
• Reduction in modeling variations (Hadar and Soffer 2006)
• System volatility (Heales 2002)
• Perceived usefulness and ease of use (Recker et al. 2011)
• Process validity (Soffer and Wand 2007)
• Data quality (Wand and Wang 1996)

Extension
(precision)

Improvement of precision through:
• Experimental design and controls (Parsons and Cole 2005)
• Improved mapping (representational analysis) (Opdahl and Henderson-Sellers 2004; Rosemann and Green 2000, 2002;

Rosemann, Green, and Indulska 2004; Rosemann et al. 2009) and improved instances of mapping specific scripts (e.g.,
relationships with attributes) (Parsons 2011)

• Improved measurement item development (Recker and Rosemann 2010)
• Use of a focused ontology (Rosemann and Green 2000, 2002; Rosemann, Green, and Indulska et al. 2004; Rosemann et

al. 2009; Soffer et al. 2001)
• Clarifying broad scope of underlying assumptions (Wand and Weber 2006)
• New methods for measuring maximum ontological completeness and minimum ontological overlap (zur Muehlen and

Indulska 2010)

Intension
and
Extension

Addition of constructs/relationships:
• Interaction between ontological clarity and users’ knowledge of the phenomena shown in a script on understanding (Burton-

Jones and Weber 1999) and the functional form of the interaction (Bera et al. 2014)
• Direct and moderating effects of model complexity and cognitive load on query performance (Bowen et al. 2006, 2009)
• Role of information content and incidental processing in explaining perceived ease of understanding (Burton-Jones and

Meso 2008)
• Use of semiotics and pragmatics to improve explanations of outcomes in conceptual modeling experiments (Burton-Jones

et al. 2009)
• Ontological production rules for improving explanations of the effects of ontological clarity (Evermann and Wand 2005)
• Learning constructs needed to explain the effects of ontological clarity on understanding (Gemino and Wand 2003)
• Role of local clarity and cognitive integration in explaining the effects of ontological clarity on understanding (Gemino and

Wand 2005)
• Maximum ontological completeness and minimum ontological overlap to explain multiple grammar adoption (Green et al.

2011)
• Contingencies when accounting for the effects of ontological clarity on understanding (complexity of the represented

phenomena, quality of ontological benchmark, and knowledge of the represented phenomena) (Milton et al. 2012)
• New concepts (instantiation and modality) needed to improve the usefulness and precision of UEML ontology (Opdahl et al.

2012)
• New concepts (stability condition, corrective action, hierarchical analysis) to understand good decomposition (Paulson and

Wand 1992)
• Mediators (perceived ease of use and usefulness) and moderators (purpose, experience, role, tool, conventions,

voluntariness) needed to understand the effects of ontological completeness and clarity on grammar usage (Recker et al.
2006)

• Semantic processing, relationship information, chunking, context, to explain cognitive outcomes (Rockwell and Bajaj 2004)
• Hierarchy of systems needed to understand the effect of ontological clarity in models of social phenomena (Rosemann and

Wyssusek 2005) 
• Ontological distance to explain alignment, including a method to measure such distance (Rosemann, Vessey, and Weber

2004)
• Role of voluntary/imposed misalignment in affecting how lack of alignment is resolved (Sia and Soh 2007)
• Latent structure to explain enterprise system fit (Strong and Volkoff 2010)
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Table B5.  Concept Matrix of Studies that Report on the Pursuit of Failure

Pursuit
Strategy Description

Tacit
assumptions

Challenged assumptions:
• Ontological theory provides a suitable foundation for evaluating conceptual models (Wyssusek 2006; Wyssusek and

Klaus 2005); they argue that ontological theory does not offer a suitable foundation.
• It makes sense for RT to use a realist ontological theory such as Bunge’s (Allen and March 2006a; Ågerfalk 2010; Klein

and Hirschheim 2006; Riemer et al. 2013; Wyssusek 2004); they argue that it does not make sense because such an
ontological theory does not allow researchers to understand the socially constructed nature of reality and the
performative (rather than just representation) functions of scripts.

• Bunge’s ontology has empirical support (Allen and March 2006a); they argue that there is little empirical evidence to
support its use.

• RT’s selection of constructs from Bunge’s ontology is sufficient (Rosemann and Wyssusek 2005); they argue that
additional constructs are needed (such as the concept of a hierarchy of systems).

• Practitioners can explicate their perception of the world into things with properties (Riemer et al. 2013); they argue that
practitioners do not think this way and that any model created in this way will fail to grasp the holistic way in which actors
understand the world.

• RT’s set of structures (surface, deep, and physical) is sufficient (Strong and Volkoff 2010); they argue that it is not
sufficient and that additional latent structures need to be considered.

• The one-to-one mapping process suggested by RT is sufficient (Gehlert and Esswein 2005; Guizzardi 2005); they argue
that it is not sufficient because it does not account for “similarity” of mapping.

• RT need only consider semantic factors when evaluating conceptual modeling grammars (such as ontological
completeness and clarity) (Mendling and Recker 2007; Recker et al. 2010); they argue that these are insufficient and that
pragmatic criteria should also be considered (e.g., the competence, experience, and role of the modeler, and the
modeling purpose, tool, and conventions).

Boundaries Suggested boundaries:
• The effect of ontological clarity on an individual’s ability to use a conceptual model to:
" Understand real-world phenomena depends on the individual’s prior knowledge of the phenomena (Bera et al. 2014;

Burton-Jones and Weber 1999) and the measure of understanding used (as it typically influences actual
understanding but not perceived ease of understanding) (Burton-Jones and Meso 2006, 2008).

" Query a database depends on the relative complexity of the model and the effect of complexity on cognitive effort
(Bowen et al. 2006, 2009), with higher complexity and effort impeding performance.

" Recall information depends on the model’s relative complexity, with benefits only apparent at higher levels of
complexity (Weber 1996).

" Detect defects in a conceptual model depends on the complexity of the represented phenomena, the quality of the
ontological benchmark, the reader’s knowledge of the represented phenomena, and the modeler’s competence
(Milton et al. 2012).

• The usefulness of an ontological benchmark for reducing modeling variations depends on the type of phenomena being
modeled, with different benchmarks being more useful for different types of phenomena (Hadar and Soffer 2006).

• If RT is to account for social phenomena, researchers need to include additional constructs in the ontological benchmark
to account for culture (Herrera et al. 2005) and the social construction of reality (Lemieux and Limonad 2011).

Competing
theories

Suggested alternative theories:
• Semantics (Rosemann and Wyssusek 2005; Wyssusek 2006)
• Epistemology (Milton 2007; Wyssusek 2006)
• Linguistics (Wyssusek and Klaus 2005)
• Pragmatism (Ågerfalk 2010)
• Cognition (Allen and March 2006a; Evermann 2005; Veres and Mansson 2005)
• Event-tracking model (March and Allen 2007)
• Alternative ontological benchmarks: 
" Chisholm’s ontology (Milton 2007; Milton and Kazmierczak 2004)
" Ontological works of Sowa, Brody, Tiles and Feibleman (Allen and March 2006b)
" Unified Foundational Ontology (Guizzardi 2005)

Developed alternative predictions:
• Wand et al. (1995) compare predictions of representation theory, concept theory, and speech act theory.
• Recker et al. (2007b) compare evaluations of a particular modeling grammar against two different ontological

benchmarks.
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Pursuit
Strategy Description

Empirically evaluated alternative predictions:
• Allen and March (2006b) evaluate the effects of state- and event-based data representations that stem from Bunge’s

ontological view in comparison to that of Sowa, Brody, Tiles, and Feibleman.
• Allen and March (2012) evaluate the effects of construct overload in representations of composites and associations on

comprehension performance against theories of ternary relationships and grammar syntax.

Counter-
examples

Counterexample examined conceptually:
• The RM cannot be used to explain the quality of an enterprise architecture framework if it is not complemented with an

enterprise ontology (Chen and Pooley 2009a, 2009b).
Counterexample identified through unexpected empirical findings:
• Users often perceive construct redundancy in a grammar to be unproblematic or even beneficial (Green and Rosemann

2001, 2002).
• Lack of ontological clarity and completeness do not impede ARIS users; need to account for modeling purpose and role

(Davies et al. 2004).
• Ontological overload did not lead to predicted reductions in individuals’ ease of understanding (Shanks et al. 2008),

problem-solving, or discrepancy-checking (Shanks et al. 2010), or problem-solving time (Shanks et al. 2008; Shanks et
al. 2010).

Empirically evaluated counterexamples:
• Conceptual modelers do not always select a combination of grammars that provides maximum ontological completeness

and minimum ontological overlap (Green et al. 2011).  Post-hoc interviews explain the countervailing effects of personal
preferences to use text and compliance with organizational standards.

Table B6.  Summary of Pursuit of Success and Failure of RT Reported in the Literature

Reference

Strategy of Pursuit of Success Strategy of Pursuit of Failure

Direction

of Pursuit

Part of

theory

pursued

(RT, RM,

GDM,

STM)

Intension

(Reduction)

Extension

(Addition)

Extension

(Precision)

Intension

&

Extension

Tacit

Assump-

tions

Bound-

aries

Com-

peting

Theories

Counter-

examples

Ågerfalk 2010 • • • • T • T • G RM

Allen and March 2006a • • • • T • • • G RM

Allen and March 2006b • • • • • • T • G RM

Allen and March 2012 • • • • • • T • G RM

Bera et al. 2014 • • • T • T • • D RM

Bowen et al. 2006 • • • T • T • • D RM

Bowen et al. 2009 • • • T • T • • D RM

Burton-Jones and Grange 2013 • T • • • • • • C RT

Burton-Jones and Meso 2006 • • • • • T • • G GDM

Burton-Jones and Weber 1999 • • • T • T • • D RM

Burton-Jones and Meso 2008 • • • T • T • • D GDM

Burton-Jones et al. 2009 • • • T • • • • D RM

Chen and Pooley 2009a • • • • • • • T E RM

Chen and Pooley 2009b • • • • • • • T E RM

Chidamber and Kemerer 1994 • T • • • • • • C GDM

Davern and Wilkin 2010 • T • • • • • • C RM

Davies et al. 2004 • • • • • • • T E RM

Evermann 2005 • • • • • • T • G RM

Evermann and Wand 2005 • • • T • • • • D RM

Gehlert and Esswein 2005 • • • • T • • • G RM

Gemino and Wand 2003 • • • T • • • • D RM

Gemino and Wand 2005 • • • T • • • • D RM

Green and Rosemann 2001 • • • • • • • T G RM

Green and Rosemann 2002 • • • • • • • T G RM
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Reference

Strategy of Pursuit of Success Strategy of Pursuit of Failure

Direction

of Pursuit

Part of

theory

pursued

(RT, RM,

GDM,

STM)

Intension

(Reduction)

Extension

(Addition)

Extension

(Precision)

Intension

&

Extension

Tacit

Assump-

tions

Bound-

aries

Com-

peting

Theories

Counter-

examples

Green et al. 2011 • • • T • • • T D RM

Guizzardi 2005 • • • • • • T • G RM

Hadar and Soffer 2006 • T • • • T • • D RM

Heales 2002 • T • • • • • • C RT

Herrera et al. 2005 • • • • • T • • E RM

Klein and Hirschheim 2006 • • • • T • • • G RT

Lemieux and Limonad 2011 • • • • • T • • E RM

March and Allen 2007 • • • • • • T • G RT

Mendling and Recker 2007 • • • • T • • • F RM

Milton 2007 • • • • • • T • G RM

Milton and Kazmierczak 2004 • • • • • • T • G RM

Milton et al. 2012 • • • T • T • • D RM

Opdahl et al. 2012 • • • T • • • • D RM

Opdahl and Henderson-Sellers

2004
• • T • • • • • C RM

Parsons 2011 • • T • • • • • C RM

Parsons and Cole 2005 • • T • • • • • C RM

Paulson and Wand 1992 • • • T • • • • D GDM

Recker et al. 2010 • • • • T • • • E RM

Recker and Rosemann 2010 • • T • • • • • C RM

Recker et al. 2006 • • • T • • • • D RM

Recker  et al. 2007 • • • • • • T • G RM

Recker et al. 2011 • T • • • • • • C RM

Riemer et al. 2013 • • • • T • • • G RT

Rockwell and Bajaj 2004 • • • T • • • • D RM

Rosemann and Green 2000 • • T • • • • • C RM

Rosemann and Green 2002 • • T • • • • • C RM

Rosemann, Green, and Indulska

2004
• • T • • • • • C RM

Rosemann, Vessey, and Weber

2004
• • • T • • • • D RM

Rosemann et al. 2009 • • T • • • • • C RM

Rosemann and Wyssusek 2005 • • • T T • • • D RM

Shanks et al. 2008 • • • • • • • T G RM

Shanks et al. 2010 • • • • • • • T G RM

Sia and Soh 2007 • • • T • • • • D RT

Soffer et al. 2001 • • T • • • • • C RM

Soffer and Wand 2007 • T • • • • • • C RM

Strong and Volkoff 2010 • • • T T • • • D RT

Veres and Mansson 2005 • • • • • • T • G RM

Wand et al. 1995 • • • • • • T • F RM

Wand and Wang 1996 • T • • • • • • C RM

Wand and Weber 2006 • • T • • • • • C RT

Weber 1996 • • • • • T • • E RM

Wyssusek 2004 • • • T • • • G RT

Wyssusek 2006 • • • • T • T • G RT

Wyssusek and Klaus 2005 • • • • T • T • G RT

zur Muehlen and Indulska 2010 • • T • • • • • C RM

MIS Quarterly Vol. 41 No. 4—Appendices/December 2017 A11



Burton-Jones et al./Assessing Representation Theory

References

Ågerfalk, P. J. 2010.  “Getting Pragmatic,” European Journal of Information Systems (19:3), pp. 251-256.
Allen, G. N., and March, S. T.  2006a.  “A Critical Assessment of the Bunge-Wand-Weber Ontology of Conceptual Modeling,” in Proceedings

of the 16th  Workshop on Information Technology and Systems, Milwaukee, WI, pp. 25-30.
Allen, G. N., and March, S. T. 2006b.  “The Effects of State-Based and Event-Based Data Representation on User Performance in Query

Formulation Tasks,” MIS Quarterly (30:2), pp. 269-290.
Allen, G. N., and March, S. T. 2012.  “A Research Note on Representing Part-Whole Relations in Conceptual Modeling,” MIS Quarterly (36),

pp. 945-964.
Allen, L., Jones, C. D., Kevin, Lynn, D., and Walport, M.  2009. “Looking for Landmarks: The Role of Expert Review and Bibliometric

Analysis in Evaluating Scientific Publication Outputs,” PLOS ONE (4:6) 2009, pp. 1-8.
Bera, P., Burton-Jones, A., and Wand, Y.  2014.  “How Semantics and Pragmatics Interact in Understanding Conceptual Models,” Information

Systems Research (25:2), pp. 401-419.
Bowen, P. L., O’Farrell, R. A., and Rohde, F.  2006.  “Analysis of Competing Data Structures: Does Ontological Clarity Produce Better End

User Query Performance,” Journal of the Association for Information Systems (7:8), pp. 514-544.
Bowen, P. L., O’Farrell, R. A., and Rohde, F. 2009.  “An Empirical Investigation of End-User Query Development:  The Effects of Improved

Model Expressiveness vs. Complexity,” Information Systems Research (20:4), pp. 565-584.
Burton-Jones, A., and Grange, C.  2013.  “From Use to Effective Use: A Representation Theory Perspective,” Information Systems Research

(24:3), pp. 632-658.
Burton-Jones, A., and Meso, P.  2006.  “Conceptualizing Systems for Understanding: An Empirical Test of Decomposition Principles in Object-

Oriented Analysis,” Information Systems Research (17:1), pp. 38-60.
Burton-Jones, A., and Meso, P.  2008.  “The Effects of Decomposition Quality and Multiple Forms of Information on Novices’ Understanding

of a Domain from a Conceptual Model,” Journal of the Association for Information Systems (9:12), pp. 784-802.
Burton-Jones, A., Wand, Y., and Weber, R.  2009.  “Guidelines for Empirical Evaluations of Conceptual Modeling Grammars,” Journal of

the Association for Information Systems (10:6), pp. 495-532.
Burton-Jones, A., and Weber, R.  1999.  “Understanding Relationships with Attributes in Entity-Relationship Diagrams,” in Proceedings of

the 20th International Conference on Information Systems, P. De and J. I. DeGross (eds.), Charlotte, NC, pp. 214-228.
Chen, Z., and Pooley, R.  2009a.  “Domain Modeling for Enterprise Information Systems-Formalizing and Extending Zachman Framework

Using BWW Ontology,” in 2009 WRI World Congress on Computer Science and Information Engineering, M. Burgin, M. H. Chowdhury,
C. H. Ham, S. A. Ludwig, W. Su, and S. Yenduri (eds.), Los Alamitos, CA:  IEEE Computer Society Press, pp. 634-643.

Chen, Z., and Pooley, R.  2009b.  “Rediscovering Zachman Framework Using Ontology from a Requirement Engineering Perspective,” in
Proceedings of the 33rd Annual IEEE International Computer Software and Applications Conference, Los Alamitos, CA:  IEEE Computer
Society Press, pp. 3-8.

Chidamber, S. R., and Kemerer, C. F.  2016.  “A Metrics Suite for Object Oriented Design,” IEEE Transactions on Software Engineering
(20:6), pp. 476-493.

Cohen, J.  1986.  “A Coefficient of Agreement for Nominal Scales,” Educational and Psychological Measurement (20:1), pp. 37-46.
Davern, M. J., and Wilkin, C. L.  2010.  “Towards an Integrated View of IT Value Measurement,” International Journal of Accounting

Information Systems (11:1), pp. 42-60.
Davies, I., Rosemann, M., and Green, P.  2004.  “Exploring Proposed Ontological Issues of ARIS with Different Categories of Modellers,”

in Proceedings of the 15th Australasian Conference on Information Systems, S. Elliot, M. A. Williams, S. P. Williams, and C. Pollard
(eds.), Australian Computer Society, Hobart, Australia.

Evermann, J. 2005.  “Towards a Cognitive Foundation for Knowledge Representation,” Information Systems Journal (15:2), pp. 147-178.
Evermann, J., and Wand, Y.  2010.  “Ontology Based Object-Oriented Domain Modeling: Fundamental Concepts,” Requirements Engineering

(10:2), 2005, pp. 146-160.
Gehlert, A., and Esswein, W.  2005.  “Ontological Analysis Reconsidered—A Formal Approach,” in Ontology, Conceptualizations and

Epistemology for Software and Systems Engineering 2005:  Proceedings of the ONTOSE 2005 International Workshop, M.-A. Sicilia,
S. Sánchez-Alonso, E. García-Barriocanal and J. J. Cuadrado-Gallego (eds.), University of Alcalá, Madrid, Spain, 2005.

Gemino, A., and Wand, Y.  2005.  “Evaluating Modeling Techniques based on Models of Learning,” Communications of the ACM (46:10),
pp. 79-84.

Gemino, A., and Wand, Y.  2005.  “Complexity and Clarity in Conceptual Modeling: Comparison of Mandatory and Optional Properties,” Data
& Knowledge Engineering (55:3), pp. 301-326.

Green, P., and Rosemann, M.  2001.  “Ontological Analysis of Integrated Process Models:  Testing Hypotheses,” Australasian Journal of
Information Systems (9:1), pp. 30-38.

Green, P., and Rosemann, M.  2002.  “Perceived Ontological Weaknesses of Process Modelling Techniques: Further Evidence,” in Proceedings
of the 10th European Conference on Information Systems, S. Wrycza (ed.), Gdansk, Poland, pp. 312-321.

A12 MIS Quarterly Vol. 41 No. 4—Appendices/December 2017



Burton-Jones et al./Assessing Representation Theory

Green, P., Rosemann, M., Indulska, M., and Recker, J.  2011. “Complementary Use of Modeling Grammars,” Scandinavian Journal of
Information Systems (23:1), pp. 59-86.

Guizzardi, G.  2005.  Ontological Foundations for Structural Conceptual Models, Enschede, The Netherlands:  Telematica Instituut.
Hadar, I., and Soffer, P.  2006.  “Variations in Conceptual Modeling:  Classification and Ontological Analysis,” Journal of the Association for

Information Systems (7:8), pp. 568-592.
Harzing, A.-W.  2010.  The Publish Or Perish Book:  Your Guide to Effective and Responsible Citation Analysis, Melbourne, Australia:  Tarma

Software Research Pty Limited.
Heales, J.  2002.  “A Model of Factors Affecting an Information System’s Change in State,” Journal of Software Maintenance and Evolution:

Research and Practice (14:6), pp. 409-427.
Herrera, S. I., Pallioto, D., Tkachuk, G., and Luna, P. A.  2005. “Ontological Modelling of Information Systems from Bunge’s Contributions,”

CAiSE’05 Workshops, Volume 2, Faculdade de Engenharia da Universade do Porto, Porto, Portugal, pp. 571-582.
Kilduff, M., Tsai, W., and Hanke, R.  2006.  “A Paradigm Too Far? A Dynamic Stability Reconsideration of the Social Network Research

Program,” Academy of Management Review (31:4), pp. 1031-1048.
Klein, H. K., and Hirschheim, R.  2006.  “Further Reflections on the IS Discipline: Climbing the Tower of Babel,” in Information Systems: 

The State of the Field, J. L. King and K. Lyytinen (eds.), Chichester, UK:  John Wiley & Sons, pp. 307-323.
Landis, J. R., and Koch, G. G.  1977.  “The Measurement of Observer Agreement for Categorical Data,” Biometrics (33:2), pp. 159-174.
Lemieux, V., and Limonad, L.  2011.  “What ‘Good’ Looks Like: Understanding Records Ontologically in the Context of the Global Financial

Crisis,” Journal of Information Science (37:1), pp. 29-39.
March, S. T., and Allen, G. N.  2007.  “Ontological Foundations for Active Information Systems,” International Journal of Intelligent

Information Technologies (3:1), pp. 1-13.
Mendling, J., and Recker, J.  2007.  “Extending the Discussion of Model Quality:  Why Clarity and Completeness May Not Always Be

Enough,” in Proceedings of the 12th International Workshop on Exploring Modeling Methods for Systems Analysis and Design, E. Proper,
T. Halpin and J. Krogstie (eds.), CEUR Workshop Proceedings, Trondheim, Norway, pp. 101-111.

Milton, S.  2007.  “Ontological Foundations of Representational Information Systems. An Australian Perspective,” Scandinavian Journal of
Information Systems (19:1), pp. 109-134.

Milton, S., and Kazmierczak, E.  2004.  “An Ontology of Data Modeling Languages: A Study Using a Common-Sense Realistic Ontology,”
Journal of Database Management (15:2), pp. 19-38.

Milton, S. K., Rajapakse, J., and Weber, R.  2012.  “Ontological Clarity, Cognitive Engagement, and Conceptual Model Quality Evaluation:
An Experimental Investigation,” Journal of the Association for Information Systems (13:9), pp. 657-694.

Opdahl, A. L., Berio, G., Harzallah, M., and Matulevicius, R.  2012. “An Ontology for Enterprise and Information Systems Modeling,” Applied
Ontology (7:1), pp. 49-92.

Opdahl, A. L., and Henderson-Sellers, B.  2004.  “A Template for Defining Enterprise Modeling Constructs,” Journal of Database Management
(15:2), pp. 39-73.

Parsons, J.  2011.  “An Experimental Study of the Effects of Representing Property Precedence on the Comprehension of Conceptual Schemas,”
Journal of the Association for Information Systems (12:6), pp. 401-422.

Parsons, J., and Cole, L.  2005.  “What Do the Pictures Mean? Guidelines for Experimental Evaluation of Representation Fidelity in
Diagrammatical Conceptual Modeling Techniques,” Data & Knowledge Engineering (55:3), pp. 327-342.

Paulson, D., and Wand, Y.  1992.  “An Automated Approach to Information Systems Decomposition,” IEEE Transactions on Software
Engineering (18:3), pp. 174-189.

Recker, J., Indulska, M., Rosemann, M., and Green, P.  2010.  “The Ontological Deficiencies of Process Modeling in Practice,” European
Journal of Information Systems (19:5), pp. 501-525.

Recker, J., and Rosemann, M.  2010.  “The Measurement of Perceived Ontological Deficiencies of Conceptual Modeling Grammars,” Data
& Knowledge Engineering (69:5), pp. 516-532.

Recker, J., Rosemann, M., Green, P., and Indulska, M.  2006. “Extending the Scope of Representation Theory:  A Review and a Proposed
Research Model,” in Proceedings of the 3rd Biannual ANU Workshop on Information Systems Foundations, S. Gregor and D. Hart (eds.),
Canberra, Australia:  ANU E Press, pp. 126-140.

Recker, J., Rosemann, M., Green, P., and Indulska, M.  2011.  “Do Ontological Deficiencies in Modeling Grammars Matter?,” MIS Quarterly
(35:1), pp. 57-79.

Recker, J., Rosemann, M., and Krogstie, J.  2007.  “Ontology- Versus Pattern-Based Evaluation of Process Modeling Languages:  A
Comparison,” Communications of the Association for Information Systems (20:48), pp. 774-799.

Riemer, K., Johnson, R. B., Hovorka, D. S., and Indulska, M.  2013.  “Challenging the Philosophical Foundations of Modeling Organizational
Reality: The Case of Process Modeling,” in Proceedings of the 34th International Conference on Information Systems, R. Baskerville and
M. Chau (eds.), Milan, Italy.

Rockwell, S., and Bajaj, A.  2004.  “COGEVAL: Applying Cognitive Theories to Evaluate Conceptual Models,” in Advanced Topics in
Database Research. Volume 4, K. Siau (ed.), Hershey, PA:  Idea Group, pp. 255-282.

MIS Quarterly Vol. 41 No. 4—Appendices/December 2017 A13



Burton-Jones et al./Assessing Representation Theory

Rosemann, M., and Green, P.  2000.  “Integrating Multi-Perspective Views Into Ontological Analysis,” in Proceedings of the 21st International
Conference on Information Systems, W. J. Orlikowski, P. Weill, S. Ang, and H. C. Krcmar, and J. I. DeGross (eds.), Brisbane, Australia,
pp. 618-627.

Rosemann, M., and Green, P.  2002.  “Developing a Meta Model for the Bunge-Wand-Weber Ontological Constructs,” Information Systems
(27:2), pp. 75-91.

Rosemann, M., Green, P., and Indulska, M.  2004.  “A Reference Methodology for Conducting Ontological Analyses,” in Conceptual
Modeling—ER 2004, H. Lu, W. Chu, P. Atzeni, S. Zhou, and T. W. Ling (eds.), New York:  Springer, pp. 110-121.

Rosemann, M., Recker, J., Green, P., and Indulska, M.  2009. “Using Ontology for the Representational Analysis of Process Modeling
Techniques,” International Journal of Business Process Integration and Management (4:4), pp. 251-265.

Rosemann, M., Vessey, I., and Weber, R.  2004.  “Alignment in Enterprise Systems Implementations: The Role of Ontological Distance,” in
Proceedings of the 25th International Conference on Information Systems, L. Kirsch, R. Agarwal, and J. I. DeGross (eds), Washington
D.C., pp. 439-448.

Rosemann, M., and Wyssusek, B.  2005.  “Enhancing the Expressiveness of the Bunge–Wand–Weber Ontology,” in Proceedings of the 11th

Americas Conference on Information Systems, Association for Information Systems, Omaha, Nebraska, pp. 2803-2810.
Shanks, G., Moody, D. L., Nuredini, J., Tobin, D., and Weber, R.  2010.   “Representing Classes of Things and Properties in General in

Conceptual Modeling: An Empirical Evaluation,” Journal of Database Management (21:2), pp. 1-25.
Shanks, G., Tansley, E., Nuredini, J., Tobin, D., and Weber, R.  2008.  “Representing Part–Whole Relations in Conceptual Modeling: An

Empirical Evaluation,” MIS Quarterly (32:3), pp. 553-573.
Sia, S. K., and Soh, C.  2007.  “An Assessment of Package-Organisation Misalignment: Institutional and Ontological Structures,” European

Journal of Information Systems (16:5), pp. 568-583.
Soffer, P., Golany, B., Dori, D., and Wand, Y.  2001.  “Modeling Off-the-Shelf Information System Requirements:  An Ontological Approach,”

Requirements Engineering (6:3), pp. 183-199.
Soffer, P., and Wand, Y.  2007.  “Goal-Driven Multi-Process Analysis,” Journal of the Association for Information Systems (8:3), pp. 175-202.
Straub, D. W., and Anderson, C.  2010.  “Editor’s Comments: Journal Quality and Citations: Common Metrics and Considerations About Their

Use,” MIS Quarterly (34:1), pp. iii-xii.
Strong, D. M., and Volkoff, O.  2010.  “Understanding Organization-Enterprise System Fit:  A Path to Theorizing the Information Technology

Artifact,” MIS Quarterly (34:4), pp. 731-756.
Veres, C., and Mansson, G.  2005.  “Cognition and Modeling: Foundations for Research and Practice,” Journal of Information Technology

Theory and Application (7:1), pp. 93-104.
Wand, Y., Monarchi, D. E., Parsons, J., and Woo, C. C.  1995. “Theoretical Foundations for Conceptual Modeling in Information Systems

Development,” Decision Support Systems (15:4), pp. 285-304.
Wand, Y., and Wang, R. Y.  1996.  “Anchoring Data Quality Dimensions in Ontological Foundations,” Communications of the ACM (39:11),

pp. 86-95.
Wand, Y., and Weber, R.  1990.  “An Ontological Model of an Information System,” IEEE Transactions on Software Engineering (16:11),

pp. 1282-1292.
Wand, Y., and Weber, R.  1993.  “On the Ontological Expressiveness of Information Systems Analysis and Design Grammars,” Journal of

Information Systems (3:4), pp. 217-237.
Wand, Y., and Weber, R.  1995.  “On the Deep Structure of Information Systems,” Information Systems Journal (5:3), pp. 203-223.
Wand, Y., and Weber, R.  2002.  “Research Commentary: Information Systems and Conceptual Modeling—A Research Agenda,” Information

Systems Research (13:4), pp. 363-376.
Wand, Y., and Weber, R.  2006.  “On Ontological Foundations of Conceptual Modeling: A Response to Wyssusek,” Scandinavian Journal

of Information Systems (18:1), pp. 127-138.
Weber, R.  1996.  “Are Attributes Entities?  A Study of Database Designers’ Memory Structures,” Information Systems Research (7:2), pp.

137-162.
Weber, R.  1997.  Ontological Foundations of Information Systems, Melbourne:  Coopers & Lybrand and the Accounting Association of

Australia and New Zealand.
Wyssusek, B.  2004.  “Ontology and Ontologies in Information Systems Analysis and Design: A Critique,” in Proceedings of the 10th Americas

Conference on Information Systems, J. Luftman, C. Bullen, and E. A. Stohr (eds.), Association for Information Systems, New York, pp.
4303-4308.

Wyssusek, B.  2006.  “On Ontological Foundations of Conceptual Modelling,” Scandinavian Journal of Information Systems (18:1), pp. 63-80.
Wyssusek, B., and Klaus, H.  2005.  “On the Foundation of the Ontological Foundation of Conceptual Modeling Grammars:  The Construction

of the Bunge-Wand-Weber Ontology,” in CAiSE’05 Workshops: Volume 2, J. Castro and E. Teniente (eds.), Faculdade de Engenharia
da Universade do Porto, Porto, Portugal, pp. 583-594.

zur Muehlen, M., and Indulska, M.  2010.  “Modeling Languages for Business Processes and Business Rules: A Representational Analysis,”
Information Systems (35:4), pp. 379-390.

A14 MIS Quarterly Vol. 41 No. 4—Appendices/December 2017


