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Appendix A

The MCMC Estimation of the HMM

We estimate the parameters vector  with Gibbs sampling (Albert and Chib 1993).  Suppose we have motivation state sit 0 {1, 2, …,{ }θ , ~
S

J} in our model.  We generate the joint posterior distribution by sampling from each conditional distribution of the following parameter blocks: 

θ = (θ1, θ2́, θ3́, θ4́, θ5́)´
θ1 = σ2

θ2 = (β1, β2́, …, βJ́)´
θ3 = (ξ1, ξ2́, …, ξJ́)´
θ4 = (μ2, μ3, …, μJ-1)´
θ5 = (Li1, Li2, …, LiT)´, i = 1, …, n
θ6 = (si1, si2, …, siT)´, i = 1, …, n

For the simplicity of presentation, we denote θ-i = (θ j́ )´, œj … i below.

(1) Sample θ1 = σ -2 from P(θ1|θ-1, Y, X, W).
Prior:  σ -2 ~ Γ(α, δ).  Conditional on θ-1, Y, X, and W, it is equivalent to observing {εit} where ε βit it it sY X

it
= − .

Posterior:  (σ -2|θ-1, Y, X, W) ~ Γ(α + nT, δ + SSR), where 1
2

1
2 SSR it

t

T

i

n
=

==  ε 2
11

.

(2) Sample θ2 = (β1, β2́, …, β j́ )´ from P(θ2|θ-2, Y, X, W).
Prior:  (β1|σ -2) ~ N(mj, Mj), j = 1, …, J (independent of each other)
Posterior:  Conditional on {sit}, only those observations for which sit = j are relevant to posterior distribution of βj:  (βj|θ-2, Y, X, W) ~ N(mj

*,
Mj

*), where
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∗ ∗௝ܯ = ൭ܯ௝ି ଵ + ଶ෍෍ିߪ ௜ܺ௧ ௜ܺ௧ᇱ்
௧ୀଵ 1{௦೔೟ୀ௝}௡

௜ୀଵ ൱ିଵ	 
 

and 
 

௝݉∗ = ∗௝ܯ ൭ܯ௝ି ଵ ௝݉ + ଶ෍෍ିߪ ௜ܺ௧ ௜ܻ௧்
௧ୀଵ 1{௦೔೟ୀ௝}௡

௜ୀଵ ൱ 

 
(3) Sample ߠଷ = ൫ߦଵᇱ , ଶᇱߦ , … , ,ଷିߠ|ଷߠ)ܲ ௃ᇱ൯ᇱ fromߦ ܻ, ܺ,ܹ). 

Prior: 	ξ௝	~	ܰ(݉ݓ௝,ݓܯ௝), ݆ = 	1,… ,   .ܬ
Posterior:  ൫ߚ୨หିߠଷ, ܻ, ܺ,ܹ൯~ܰ(݉ݓ௝∗,ݓܯ௝∗), where  
∗௝ݓܯ  = ൭ݓܯ௝ି ଵ +෍෍ ௜ܹ,௧ିଵ ௜ܹ,௧ିଵᇱ்

௧ୀଵ 1൛௦೔,೟షభୀ௝ൟ௡
௜ୀଵ ൱ିଵ		

 
and 
∗௝ݓ݉   = ∗௝ݓܯ ൭ݓܯ௝ି ଵ݉ݓ௝ +෍෍ ௜ܹ,௧ିଵܮ௜௧்

௧ୀଵ 1൛௦೔,೟షభୀ௝ൟ௡
௜ୀଵ ൱ 

 
Note that since ߪ௨ଶ is not identifiable, we normalize it to 1 in the estimation. 
 

(4) Sample ߠସ = ൫ߤଶ, ,ଷߤ … , ,ସିߠ|ସߠ)ܲ ௃ିଵ൯ᇱ fromߤ ܻ, ܺ,ܹ). 
Albert and Chib provide the posterior for ߤ௝ given the other threshold parameters ߤ௞, ݇ ≠ ݆. For each ߤ௝, let ݎ݁ݓ݋ܮ =max൛max{ܮ௜௧: ௜௧ݏ = ݆} , ݎ݁݌݌ܷ ௝ିଵൟ andߤ = min	{min{ܮ௜௧: ௜௧ݏ = ݆ + 1} , ,ݎ݁ݓ݋ܮ]ܷ ௝ from the uniform distributionߤ ௝ାଵ}. Then we can sampleߤ  .[ݎ݁݌݌ܷ
 

(5) Sample ߠହ = ,௜ଵܮ) ,௜ଶܮ … , ,௜்)ᇱܮ ݅ = 1,… , ݊ from ܲ(ߠହ|ିߠହ, ܻ, ௜௧ݏ  :௜௧ according to the following formulaݏ ௜௧ determinesܮ .(ܹ,ܺ = ௝ିଵߤ	݂݅	݆ < ௜௧ܮ < ଴ߤ ௝, whereߤ = ଵߤ ,∞− = ௃ߤ ,0 = ∞, and ߤଶ, … ,  ௃ିଵߤ
are given in step (4). Conditional on ିߠହ, we can generate ܮ௜௧ from a truncated normal distribution ܶܰ൫ఓೕషభ,ఓೕ൯൫ ௜ܹ,௧ିଵߦ௦೔,೟షభ, 1൯,	which 
is a normal distribution with mean ௜ܹ,௧ିଵߦ௦೔,೟షభ  and variance 1, and truncated left at ߤ௝ିଵ and right at ߤ௝. Repeating this for ݐ = 1,… , ܶ 
and ݅ = 1,… , ݊ gives a draw from ܲ(ߠହ|ିߠହ, ܻ, ܺ,ܹ). 
 

(6) Sample ߠ଺ = ,௜ଵݏ) ,௜ଶݏ … , ,௜்)ᇱݏ ݅ = 1,… , ݊ from ܲ(ߠ଺|ିߠ଺, ܻ, ܺ,ܹ). 
We generate the states using the single-move Gibbs-sampling algorithm in Kim and Nelson (1999), which is also the well-known 
Forward-Backward algorithm. Denoting ߖ௜௧ as information for user ݅ up to time ݐ, and ߖ௜் as information from the whole sample, we 
follow the forward-backward algorithm as below to obtain ܲ(ݏ௜௧| ௜ܵ,ି௧,   :(௜்ߖ
 
(a) Forward: Calculate ܲ(ݏ௜௧|	ߖ௜௧). 

Step 1: Given ܲ൫ݏ௜,௧ିଵ = ݇หߖ௜,௧ିଵ൯, ݇ = 1,… , ௜௧ݏat the beginning of period t, calculate ܲ൫ ܬ = ݆, ௜,௧ିଵݏ = ݇หߖ௜,௧ିଵ൯ =ܲ൫ݏ௜௧ = ݆หݏ௜,௧ିଵ = ௜,௧ିଵݏ௜,௧ିଵ൯ܲ൫ߖ,݇ = ݆หߖ௜,௧ିଵ൯, where 
 

ܲ൫ݏ௜௧ = ݆หݏ௜,௧ିଵ = ௜,௧ିଵ൯ߖ,݇ = ൞ ଵߤ൫ߔ − ௜ܹ,௧ିଵߦ௞൯, ݂݅	݆ = ௝ߤ൫ߔ1 − ௜ܹ,௧ିଵߦ௞൯ − ௝ିଵߤ൫ߔ − ௜ܹ,௧ିଵߦ௞൯, ݂݅	݆ = 2,… , ܬ − 11 − ௝ିଵߤ൫ߔ − ௜ܹ,௧ିଵߦ௝൯, ݂݅	݆ = ܬ 	 
 
 
For the first period, we use the initial probability ܲ(ݏ௜ଵ = ݆) = ݆ ௝ for݌ = 	1, … ,  which are sampled from a Dirichlet ,ܬ
distribution. 
Step 2: Once ௜ܺ௧ and ௜ܻ௧ are observed in period ݐ, we update the probability term by calculating ܲ(ݏ௜௧ = (௜௧ߖ|݆ =∑ ௜௧ݏ)ܲ = ݆, ௜,௧ିଵݏ = ௜௧)௃௞ୀଵߖ|݇ , where 
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 ܲ൫ݏ௜௧ = ݆, ௜,௧ିଵݏ = ݇	ห	ߖ௜௧൯	= ܲ൫ݏ௜௧ = ݆, ௜,௧ିଵݏ = ݇	ห	ߖ௜,௧ିଵ, ௜ܺ௧, ௜ܻ௧)	= ݂൫ ௜ܻ௧หݏ௜௧ = ݆, ௜,௧ିଵݏ = ,௜,௧ିଵߖ,݇ ௜ܺ௧൯ܲ൫ݏ௜௧ = ݆, ௜,௧ିଵݏ = ݇หߖ௜,௧ିଵ൯݂൫ ௜ܻ௧หߖ௜,௧ିଵ, ௜ܺ௧൯ 	∝ ݂( ௜ܻ௧|ݏ௜௧ = ݆, ௜ܺ௧)ܲ൫ݏ௜௧ = ݆, ௜,௧ିଵݏ = ݇หߖ௜,௧ିଵ൯	 
 
(b) Backward: In the backward process, we generate ݏ௜௧ conditioning on ߖ௜௧ and ݏ௜,௧ାଵ	(ݐ = ܶ − 1, ܶ − 2,… , 1) using ݃(ݏ௜௧|ߖ௜௧, (௜,௧ାଵݏ ∝݃൫ݏ௜,௧ାଵหݏ௜௧,  We then can calculate .(௜௧ߖ|௜௧ݏ)௜௧൯݃ߖ
 ܲ൫ݏ௜௧ = ݆หݏ௜,௧ାଵ, ௜௧൯ߖ = ݃൫ݏ௜,௧ାଵหݏ௜௧ = ݆, ௜௧ݏ)௜௧൯݃ߖ = ∑(௜௧ߖ|݆ ݃൫ݏ௜,௧ାଵหݏ௜௧ = ௜௧ݏ)௜௧൯݃ߖ,݇ = ௜௧)௃௞ୀଵߖ|݇ 	 
 

Then we can use a random number drawn from a uniform distribution to generate ݏ௜௧ according to ܲ(ݏ௜௧| ௜ܵ,ି௧,  .(௜்ߖ
 
 

Appendix B 
 
Log-Likelihood and Model Selection Criteria 
 
As detailed in Appendix A, we estimate the parameters in our HMM with Bayesian estimation, which does not require us to calculate the 
likelihood. However, to select the number of states, the selection criteria would rely on the likelihood. Therefore, we describe the calculation 
of the likelihood of an observed sequence of contributions and the selection criteria below. 
 

Log-Likelihood Calculation 
 
Because we adopt a hidden Markov model, the contribution probabilities for each individual over time are correlated through the hidden 
states. The joint likelihood of each individual’s contribution sequence has to consider the possible paths of the underlying states (Netzer et 
al. 2008). Suppose that there are ܬ possible states. Then according to MacDonald and Zucchini (1997), we can write the joint probability 
using a matrix product as  
 

௜ܲ( ௜ܻଵ = ,௜ଵݕ … , ௜்ܻ = (௜்ݕ = ଴ܲߗ௜(1)ܳ௜(1, ܶ)௜(2)⋯ܳ௜ߗ(2 − 1,  	௜(ܶ)૚ᇱߗ(ܶ
 

where ଴ܲ is the initial probability, ߗ௜(ݐ) is a ܬ × diagonal matrix with the elements of emission probability ߱௜௧|௝ ܬ = ݂( ௜ܻ௧| ௜ܺ௧, ௜௧ݏ = ݆; ,ࢼ  (ଶߪ
on the diagonal, ܳ௜(ݐ − 1, ܬ is the (ݐ × ,݇)௜ݍ with the elements of ݐ transition matrix for individual ݅ at time ܬ ݆) =݂൫ݏ௜௧ = ݆ห ௜ܹ,௧ିଵ, ௜,௧ିଵݏ = ݇; ܬ ൯ on the ݇௧௛ row and ݆௧௛ column, and ૚ᇱ is aࣈ × 1 vector of ones. The element probabilities are obtained 
according to our model setup: 

 ߱௜௧|௝ = ݂( ௜ܻ௧| ௜ܺ௧, ௜௧ݏ = ݆; ,ࢼ (ଶߪ = ቊ1 − ߔ ቆ ௜ܺ௧ᇱ ߪ௝ߚ ቇቋଵ{௒೔೟ୀ଴} ቊ1ߪ ߶ ቆ ௜ܻ௧ − ௜ܺ௧ᇱ ߪ௝ߚ ቇቋଵ{௒೔೟வ଴} 
 
and  
,݇)௜ݍ  ݆) = ݂൫ݏ௜௧ = ݆ห ௜ܹ,௧ିଵ, ௜,௧ିଵݏ = ݇; ൯ࣈ = ௝ାଵߤ൫ߔ − ௜ܹ,௧ିଵߦ௞൯ − ௝ߤ൫ߔ − ௜ܹ,௧ିଵߦ௞൯ 
 
Then we can write the log-likelihood as ln ܮ = ∑ log	( ௜ܲ)௜ . 
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Selection Criteria 
 
We adopt three model selection criteria to determine the number of states in our HMM. First, we use the commonly used Akaike information 
criterion (AIC) and Bayesian information criterion (BIC) (Singh et al. 2011; Yan and Tan 2014): 
ܥܫܣ  = −2 ∗ ln ܮ + 2 ∗  ݁ݖ݅ݏ

 
and 
ܥܫܤ  = −2 ∗ ln ܮ + ݁ݖ݅ݏ ∗ lnܰ 
 
where size is the number of parameters in the model, and N is the number of users in the sample. Second, realizing that we are using a 
Bayesian estimation for our HMM, we also adopt Markov switching criterion (MSC), which was developed for HMM’s state and variable 
selection (Smith et al. 2006). We follow the adaptation in the literature for its formulation (Netzer et al. 2008): 
ܥܵܯ  = −2 ∗ ln ܮ +෍ ෠ܶ௦൫ ෠ܶ௦ + ܬ ∗ ൯෠ܶ௦ܭ − ܬ ∗ ܭ + 2௃

௦ୀଵ  

 
where ෠ܶ௦ = ∑ ∑ ௜௧ݏ)ܲ = ே೟௜ୀଵ௧்ୀଵ(ݏ  is the number of covariates in both the transition matrix and ܭ is the number of states in the model, and ܬ ,
the state-dependent vector.  
 
 

Appendix C 
 

Testing the Estimation on Simulated Data 
 
Because our model has a nonlinear feature by incorporating the Tobit and probit models, we could not use standard statistical software to 
estimate it. We have to write our own estimation algorithm instead. Hence we did, but we need to ensure that it is correct before applying the 
algorithm to the actual data. We run the algorithm on simulated data based on known parameters, and test whether it could recover the true 
parameters. Because there is some model uncertainty on the number of states in our HMM, we also simulate data with 2, 3, and 4 true states, 
and then estimate the model with 2, 3, and 4 states in HMM. Then we use the model selection criteria to determine whether our algorithm 
points out the true number of states. Here we use three true states as an example. 
 
We first generate the true parameters ࣂ, the community and individual characteristics variables ܺ = { ௜ܺ௧}௧ୀଵ,…,்;௜ୀଵ,…,ே೟, and the community 
interaction variables ܹ = { ௜ܹ௧}௧ୀଵ,…,்;௜ୀଵ,…,ே೟ with three motivation states (ܬ = 3). Since we assume that a user has an initial probability ଴ܲ = ,ଵ݌} ,ଶ݌ ݐ ଷ}, at݌ = 1 we draw the initial state ݏ௜ଵ of user ݅	from a Dirichlet distribution using the initial probability ଴ܲ for each user ݅ 
that enters the community. Conditional on ݏ௜ଵ, we then draw the contribution ௜ܻଵ = max(0, ௜ܻଵ∗ ), where ௜ܻଵ∗ = ௜ܺ௧ߚ௦೔భ +  ௜ଵ isߝ ௜ଵ andߝ	
generated from a normal distribution with mean 0 and variance σ2. For any t >1, we first draw ܮ௜௧ = ௜ܹ,௧ିଵߦ௦೔,೟షభ +  ௜௧ is drawnݑ ௜௧, whereݑ
from ܰ(0, 1). Then we generate the new state ݏ௜௧ according to ܮ௜௧. Repeating the same process, we generate ܻ = { ௜ܻ௧}௧ୀଶ,…,்;௜ୀଵ,…,ே೟  for all ݐ.  
 
With the simulation data {X, W, Y}, we estimate the model with our procedure and present the results in Table C1. Our simulation data 
contains 322 individuals and 20 periods of time. The true number of states is ܬ = 3. The community and individual characteristics vector X 
contains four variables, and the community interaction vector W contains four variables. In Table C1, the “True Parameters” panel on the left 
displays the original parameters ߠ = ,ߚ} ,ߦ  that we employ to generate the simulation data. The “Estimation” column on the right displays	ଶ}ߪ
the estimated parameters. Our estimation recovers the true parameters accurately.  
 
We also present the model selection criteria in Table C2. Given the true state number is three, all our model selection criteria indicate that our 
HMM model with three states fit the data the best. This confirms the reliability of the estimation algorithm, and gives us confidence in its 
empirical application to the actual data.  
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Table C1.  Estimation Results from Simulation Data (Number of States = 3) 

 True Parameters Estimation 

Variables State 1 State 2 State 3 State 1 State 2 State 3 ࢼ   
 Mean (Standard Deviation) ݔଵ 3 5 7 2.98 (0.07) 4.99 (0.07) 6.99 (0.03) ݔଶ 4 6 8 4.00 (0.02) 6.02 (0.01) 8.01 (0.01) ݔଷ 5 7 9 4.99 (0.02) 7.00 (0.02) 8.98 (0.01) ݔସ 6 8 10 6.00 (0.02) 8.00 (0.01) 10.01 (0.01) ߪଶ 1.5 1.53 (0.03) ࣈ   

 ௨ଶ 1 1ߪ  ௝  2   1.95 (0.04)ߤ ସ 2.65 3.05 6.96 2.73 (0.15) 3.10 (0.12) 7.04 (0.17)ݓ ଷ 6.32 4.48 7.35 6.53 (0.29) 4.41 (0.22) 7.67 (0.44)ݓ ଶ 1.15 0.37 2.53 1.18 (0.11) 0.27 (0.08) 2.57 (0.14)ݓ ଵ -1.5 -0.5 0.5 -1.63 (0.13) -0.48 (0.08) 0.42 (0.06)ݓ    

଴ܲ =  0.45 0.40 0.15 0.44 (0.02) 0.41 (0.03) 0.15 (0.020) {௝݌}

T = 20 N = 322 Draws = 2,000     

 

 

Table C2. Selection of Number of States from Simulation Data (Number of States = 3) 

Number of States - 2*Log-likelihood AIC BIC MSC Number of Variables 
2 35404.87 35442.87 35514.59 41380.24 19 
3 22700.68 22758.68 22868.14 22700.68 29 

4 22734.37 22812.37 22959.57 30211.52 39 

 

 

Appendix D 
 
Robustness Checks 
 
We conduct several sets of robustness checks. First, we estimate the model on another sample period (301-500 days). The results are in Table 
D1. Second, we examine whether the moderator role of a user or new questions by the moderators in the community would affect the transition 
probability of a user. We control for these two factors separately in ܹ ௜௧, and present the results in Table D2 and Table D3, respectively. Finally, 
we estimate the model on weekly data and include the results in Table D4.  
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Table D1.   Results of HMM on Daily Data for Day 301-500 Subsample 

Variable Name 
State 1 

(Low Motivation) 
State 2 

(Medium Motivation) 
State 3 

(High Motivation) 
Xit β – Posterior Mean (Standard Deviation) ܿ௫ -2.791*** (0.071) -0.103 (0.091) 4.735*** (0.330) 

Matched_tagsit 0.015*** (0.001) 0.029*** (0.001) 0.046*** (0.002) 
Group_sizet 0.001*** (0.000) 0.006*** (0.000) 0.013*** (0.002) 
Tenureit -0.001*** (0.000) -0.004*** (0.000) -0.01*** (0.001) 

Total_answersi,t-1 0.0002*** (0.000) -0.0003*** (0.000) -0.001*** (0.000) ߪଶ 1.009*** (0.005) 
Wi,t-1 ξ – Posterior Mean (Standard Deviation) ܿ௪ -1.752*** (0.035) -0.644*** (0.043) 0.941*** (0.114) 
Answers_receivedi,t-1 0.268*** (0.019) 0.049* (0.026) -0.117 (0.077) 
Upvotes_answeri,t-1 0.262*** (0.020) 0.117*** (0.014) 0.021 (0.028) 

Accepted_answersi,t-1 0.562*** (0.037) 0.300*** (0.024) 0.084** (0.035) 
Badgesi,t-1 0.250*** (0.053) 0.275*** (0.040) -0.095* (0.058) 
Initial Probability 0.797*** (0.017) 0.186*** (0.016) 0.017*** (0.004) 
* p < 0.1, ** p < 0.05; *** p < 0.01.  

 
 

Table D2.   Results of HMM after Controlling Moderator in W 

Variable Name 
State 1 

(Low Motivation) 
State 2 

(Medium Motivation) 
State 3 

(High Motivation) 
Xit β – Posterior Mean (Standard Deviation) ܿ௫ -3.075*** (0.069) 0.325*** (0.087) 7.054*** (0.330) 

Matched_tagsit 0.015*** (0.001) 0.023*** (0.001) 0.030*** (0.001) 
Group_sizet 0.003*** (0.000) 0.002*** (0.000) -0.010*** (0.002) 
Tenureit -0.0004* (0.000) -0.006*** (0.000) -0.016*** (0.001) 

Total_answersi,t-1 0.0005*** (0.000) 0.001*** (0.000) 0.003*** (0.000) ߪଶ 1.010*** (0.006) 
Wi,t-1 ξ – Posterior Mean (Standard Deviation) ܿ௪ -1.655*** (0.018) -0.581*** (0.026) 1.069*** (0.127) 
Answers_receivedi,t-1 0.214*** (0.017) 0.021 (0.023) 0.013 (0.054) 
Upvotes_answeri,t-1 0.238*** (0.023) 0.101*** (0.022) 0.015 (0.059) 

Accepted_answersi,t-1 0.588*** (0.038) 0.221*** (0.036) 0.060 (0.096) 
Badgesi,t-1 0.400*** (0.033) 0.198*** (0.033) 0.026 (0.063) 
Moderator i,t-1 -0.115 (0.086) 0.284*** (0.089) 0.803*** (0.145) 

Initial Probability 0.758*** (0.014) 0.213*** (0.014) 0.029*** (0.005) 
* p < 0.1, ** p < 0.05; *** p < 0.01.  
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Table D3.   Results of HMM after Controlling New Questions by Moderator in W 

Variable Name 
State 1 

(Low Motivation) 
State 2 

(Medium Motivation) 
State 3 

(High Motivation) 
Xit β – Posterior Mean (Standard Deviation) ܿ௫ -2.990*** (0.080) 0.364*** (0.079) 7.368*** (0.365) 

Matched_tagsit 0.015*** (0.000) 0.023*** (0.001) 0.029*** (0.001) 
Group_sizet 0.002*** (0.001) 0.002*** (0.000) -0.011*** (0.002) 
Tenureit -0.0005** (0.000) -0.006*** (0.000) -0.015*** (0.001) 

Total_answersi,t-1 0.0005*** (0.000) 0.001*** (0.000) 0.003*** (0.000) ߪଶ 1.012*** (0.005) 
Wi,t-1 ξ – Posterior Mean (Standard Deviation) ܿ௪ -1.666*** (0.020) -0.567*** (0.027) 1.442*** (0.246) 
Answers_receivedi,t-1 0.220*** (0.016) 0.014 (0.023) 0.003 (0.059) 
Upvotes_answeri,t-1 0.234*** (0.015) 0.115*** (0.014) 0.028 (0.027) 

Accepted_answersi,t-1 0.592*** (0.035) 0.253*** (0.026) 0.075** (0.036) 
Badgesi,t-1 0.408*** (0.034) 0.221*** (0.038) -0.049 (0.064) 
New_q_moderatorsi,t-1 -0.002 (0.005) -0.003 (0.009) 0.001 (0.038) 

Initial Probability 0.758*** (0.016) 0.214*** (0.015) 0.028*** (0.005) 
* p < 0.1, ** p < 0.05; *** p < 0.01.  

 

 

Table D4.   Results of HMM on Weekly Data for Day 101-300 Subsample 

Variable Name 
State 1 

(Low Motivation) 
State 2 

(Medium Motivation) 
State 3 

(High Motivation) 
Xit β – Posterior Mean (Standard Deviation) ܿ௫ -0.986*** (0.116) 10.566*** (0.772) 37.557*** (2.661) 
Matched_tagsit 0.003*** (0.000) 0.014*** (0.001) 0.031*** (0.001) 
Group_sizet 0.002*** (0.001) -0.062*** (0.005) -0.213*** (0.016) 

Tenureit -0.002*** (0.000) -0.029*** (0.001) -0.070*** (0.003) 
Total_answersi,t-1 0.002*** (0.000) 0.013*** (0.000) 0.024*** (0.001) ߪଶ 2.028*** (0.030) 
Wi,t-1 ξ – Posterior Mean (Standard Deviation) ܿ௪ -1.835*** (0.043) -0.793*** (0.066) -0.124*** (0.303) 
Answers_receivedi,t-1 0.072*** (0.012) 0.023 (0.015) 0.021 (0.035) 

Upvotes_answeri,t-1 0.069*** (0.017) 0.018 (0.017) 0.013 (0.027) 
Accepted_answersi,t-1 0.110*** (0.038) 0.056*** (0.018) 0.128 (0.083) 
Badgesi,t-1 0.183*** (0.033) 0.144*** (0.036) -0.054 (0.044) 

Initial Probability 0.769*** (0.045) 0.192*** (0.041) 0.039*** (0.011) 
* p < 0.1, ** p < 0.05; *** p < 0.01.  
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